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Multiple Pass Streams:

- How much extra power do you get with a few extra passes?
- With external data, it's easier to access data sequentially.
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Other trade-offs: Find length $k$ increasing sequence given it exists: $\tilde{\Theta}\left(k^{1+1 /\left(2^{p}-1\right)}\right)$ [Liben-Nowell et al. '06, Guha, McGregor '08]
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Problem
Given $m$ values from [ $n$ ], find median in polylog $(m, n)$ space.

Approximate Median (i.e., one with rank $m / 2 \pm t$ ) in One Pass:

- Adversarial: $\tilde{\Theta}(m)$-approx [Greenwald, Khanna '01]
- Random: $\tilde{O}\left(m^{1 / 2}\right)$-approx [Guha, McGregor '06]

Exact Median in Multiple Passes

- Adversarial: $\Theta(\log m / \log \log m)$ pass [Munro, Paterson '78, Guha, McGregor '07]
- Random: $\Theta(\log \log m)$ pass [Guha, McGregor '06, Chakrabarti, Jayram, Patrascu '08, Chakrabarti, Cormode, McGregor '08]
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- In pass 2, compute rank(a) and $\operatorname{rank}(b)$
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- For multiple-pass result: Recurse with care!
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- For some constant $c>0$, define:
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- Alice and Bob simulate algorithm on random permutation of $A \cup B$. Alice determines 1st half and Bob determines 2nd half:
- Alice assumes $j=t / 2$ : Bob "fixes" the balance.
- Bob guesses values of $x_{i}$ if $2 i+x_{i}$ appears in his half.
- Choosing large $c$ ensures ordering is sufficiently random.
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Theorem (Chakrabarti et al. '03, Indyk, Woodruff '05)
$\tilde{\Theta}_{\epsilon, \delta}\left(n^{1-2 / k}\right)$ space when stream is in adversarial order.
Theorem (Andoni et al. '08)
$\tilde{\Omega}\left(n^{1-2.5 / k}\right)$ space necessary when the stream is in random order.
Rumor has it that that this has been tightened to $\Omega\left(n^{1-2 / k}\right) \ldots$
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## Random Order Lower Bound

Theorem (Andoni et al. '08)
$\tilde{\Omega}\left(n^{1-3 / k}\right)$ space necessary for random order stream.

- $t$-DISJ Reduction: $S_{1}, \ldots, S_{t} \subset\left[n^{\prime}\right]$ of size $n^{\prime} / t$.
- Using public random bits, players pick random stream $S$ from $[2 n]^{n}$, random map $f:[n] \rightarrow[n]$, and random permutations $\pi_{i}$
- Player $i$ computes string $\sigma\left(f\left(S_{i}\right)\right)$
- Players embed the strings in $S$ at random locations:
- If embedding of two strings overlap, abort algorithm.
- Probability of aborting is sufficiently small if $n^{\prime}=n^{1-1 / k}$

Extending ideas, gives $\tilde{\Omega}\left(n^{1-2 / k}\right)$.

## Outline

## Selection <br> Adversarial Order Random Order <br> Frequency Moments

Hamming Distance
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## Hamming Distance Lower Bound

## Problem

Alice knows $x \in\{0,1\}^{n}$ and Bob knows $y \in\{0,1\}^{n}$. Want to estimate hamming distance up to $\pm o(\sqrt{n})$ with probability 9/10.

Theorem (Woodruff 2004, Jayram et al. 2008)
Any one-way protocol requires $\Omega(n)$ bits of communication.
Theorem (Brody, Chakrabarti last week)
Any $O(1)$-round protocol requires $\Omega(n)$ bits of communication.
Corollary
Any $O(1)$-pass algorithm that $(1+\epsilon)$ approximates $F_{0}$ or $F_{2}$ requires $\Omega\left(\epsilon^{-2}\right)$ space.
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$\mathbb{P}[s=0]=2 c / \sqrt{n}$ for some constant $c>0$

Summary: We looked at some nice problems, our curiousity is piqued, and now we want to start finding more problems to solve.

Thanks!

