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Abstract

Online activity generates a myriad of weak economically relevant signals, rang-
ing from content-rich interactions such as blog posts, venue reviews and status
updates, to more transient or even autonomic signal such as search queries, pur-
chases or realtime ad auctions. In this work we develop an approach to distilling
latent economic indicators from large collections of realtime activity streams. In
particular we investigate the relative contribution of several online activity streams
on forecasting a large cross-section of economic indicators. In order to effectively
overcome noise inherent in the extracted weak signals and prevent overfitting, we
develop a low-rank vector autoregression (VAR) formulation based on sparse ma-
trix factorization. Large-scale mining of online activity data can potentially aug-
ment traditional economic analyses in several ways: (1) improving forecasting:
E.g., we find social network factors are more predictive of unemployment and con-
sumer discretionary spending than a basket of econometric factors, (2) capturing
network effects via cross-domain social transfer: E.g., increases in unemployment
indicators lead to technology and computing-related searches; wedding planning
on Yelp is a leading indicator of positive sentiment on Facebook, and (3) the de-
velopment of macroeconomic and sentiment indicators with significantly lower
latency than is traditionally available.

1 Background

Over the last decade, the Web has emerged as the primary medium for a large number of economic
transactions, expression of consumer, producer and political sentiment, and the development novel
trends [cf. 15]. Goel et al. summarize this observation succinctly, regarding online activity as
“a snapshot of the collective consciousness, reflecting the instantaneous interests, concerns, and
intentions of the global population” [14]. In this work, we will use the term online activity to
refer to the broad spectrum of events resulting from users interacting with the Web. Such events
range from the content-rich, e.g. posting news articles, blog entries, product and venue reviews, and
status messages on social media sites, to the more transient, e.g. Web searches, location-based venue
checkins, page views and ad impressions.

As proxies for consumer behavior, online activity streams have been posited to predict a wealth of
economic, social and political indicators. For example, Gruhl et al. use blog “chatter” to predict the
sales rank of items on Amazon [15]; O’Connor et al. use Twitter sentiment to predict public opinion
around elections [23]; several studies use Twitter to predict the box-office success of movies, e.g.
via sentiment clues [20] or simply tweet volume [2]; and Google uses flu-related search queries to
predict outbreaks, often faster than the CDC [12].

Online sentiment has also been shown to be informative for econometric problems. For example,
Tetlock finds that negative media sentiment can forecast short term movements in stock price [25].
Gilbert and Karahalios find that collective mood is potentially predictive of financial decisions [11].
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Google maintains a domestic trends index [1] tracking economically relevant aggregate search traffic
across a diverse set of sectors, ranging from auto and home sales to US unemployment claims [6].
Finally the Billion Prices Project seeks to define a bottom-up measure of CPI based on extracting
and classifying prices from online retailers [5].

We contribute to this notion of “Web as Economic signal” in two ways: (1) extracting indicators of
online activity from a large variety of sources, and (2) developing a robust modeling approach based
on vector autoregression (VAR), bridging the gap between large-scale Web extraction and traditional
econometric analysis. VAR models are used to capture symmetric linear interdependencies between
multiple time series without imposing significant model constraints.

In order to address overfitting and spurious correlations due to high dimensional data, we extend
VAR by assuming a a low-rank `1-sparse autoregressive factor structure. This sparse pooling VAR
(spVAR) model can be implemented efficiently using Forward Backward splitting [7], allowing it
to robustly scale to upwards of 10k base time-series. spVAR is similar to dynamic factor models
for large cross-sectional VARs [cf. 9, 24], where it is assumed that dynamic interrelations between
variables can be explained by a few common factors. However, in this work we assume factor
stationarity since our online activity sample consists of only a single year.

We apply spVAR to a comprehensive set of indicators derived from both econometric data and online
activity including search queries, venue reviews, microblogs, status updates and realtime ad prices.
A total of 133 separate signals (116 based on Web activity and 17 econometric) are included in this
study. Due to the large number of hypotheses tested, in order to control for inflated false positive
rate due to multiplicity, we adjust p-values using false discovery rate [8].

We find that social network factors are more predictive of unemployment and consumer discre-
tionary spending than a basket of econometric factors. Furthermore this effect is robust across
disparate data sources, e.g. holding true for both Yelp reviews and Twitter posts, lending evidence
for the existence of a low-rank set of social factors influencing economic variables. Hence, incorpo-
rating measures of online activity can potentially augment traditional economic analysis.

2 Data Sources

We collect 12 months of daily Web activity data (2010-10-18 to 2011-10-18) from six high-
dimensional, low-latency sources:

• Twitter – A popular microblogging service containing news content and public mood.
• Yelp Reviews – Review data from the crowd-sourced local business site Yelp.
• Crowdsourced News – Article headlines from the top stories posted to the tech blog

Hacker News.
• Facebook Gross National Happiness – Aggregate sentiment indices derived from Face-

book status message updates [fb gnh; 21].
• Ad Exchanges – Supply-side display ad pricing data for 11k publishers (10B impressions)

on three large ad exchanges ad ex.
• Google Domestic Trends – Daily relative search term frequency across a wide range of

economic and topical sectors (e.g. Advertising, Construction, Durable goods, Mortgage,
and Unemployment) [gdi us; 6].

Raw data from Twitter, Yelp and Hacker News are converted into low-dimensional time series by
using Latent Dirichlet Allocation [4] with K“100.

In order to place the online activity stream data in a broader context, we compare it with a set
of macroeconomic time series from the Federal Reserve Data research archive (collectively, the
econometric set)12 and a set of financial time series collected from Yahoo finance3

1research.stlouisfed.org
2(Data Granularity) We focus on high-granularity series with either daily or weekly availability as several

of our online activity series are only available back for a single year. This precludes richer economic data such
as CPI, GDP, consumer sentiment and housing starts which are available monthly or even quarterly.

3finance.yahoo.com
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The primary macroeconomic indicators we collect are M2 Money Supply and Weekly Initial Jobless
Claims. The M2 money supply measure (fred m2) is commonly used in macroeconomic models to
forecast inflation [16]. Jobless claims tracks “emergent unemployment” via the number of people
filing for unemployment insurance each week. In particular we are interested in whether changes in
money supply or unemployment result in shifts in online behavior (or vice-versa). We also collect
data on, e.g., large cap stocks (fred sp500), near term volatility or “fear” (fred vixcls) and corporate
bond yields (fred dbaa).

From Yahoo, we include market sectoral indicator proxies available as publicly traded ETFs: Energy
(XLE), Financials (XLF), Industrial (XLI), Technology (XLK), Utilities (XLU), Consumer Discre-
tionary (XLY).

3 Sparse Pooling Vector Autoregression

We propose an approach to structural modeling and forecasting based on the vector autoregressive
(VAR) process [17] that is capable of scaling to a large number of noisy time-series. In particular
we impose restrictions on the covariance structure so that it is low-rank and sparse, limiting the
number of parameters to estimate [cf. 13]. Such sparsity is desirable because it potentially conveys
information about the structure of the VAR [24].

A vector autoregression model (VAR) consists of a set of K endogenous variables: yt “

py1t, . . . , ykt, . . . , yKtq, k P r1,Ks. An spVARpqq process is defined as

yt “ A1yt´1 ` . . .`Aqyt´q ` ut

where Ap is a K ˆ K coefficient matrix, and ut is a K-dimensional zero-mean, covariance-
stationary innovation process, i.e. Eruts “ 0 and Eruyu

J
t s “ Σu. The sparse pooling VAR model

(spVAR) further imposes that constraint that the matrices Ap are low-rank, rankpApq ď r and `1
sparse [26, 3, 13]. spVAR assumes temporal covariance stationarity; i.e. tAptqutPp1...T q is constant
across the entire history. In practice however, time-series dynamics tend to switch between multiple
stationary regimes.4

To efficiently estimate spVAR in high dimension we use a variant of Forward-Backward Splitting
with forward-looking subgradients [FOBOS; 7]. FOBOS alternates between two steps: (1) an un-
constrained gradient descent step, and (2) minimization of the regularization term keeping the solu-
tion close to the result of step 1.

4 VAR Forecasting Performance

For VAR forecasting, we are interested in the combinations of data sources that are most predictive of
others, focusing in particular on what series can potentially forecast established economic indicators
(i.e. the econometric data set).

Figure 1 shows individual RMSEs for each response variable broken down by training source, rela-
tive to training using econometric. We find that:

1. The social activity signals yelp, twitter and fb.gnh are better forecasters of eq.xly (con-
sumer discretionary sector), eq.xlk (technology sector), fred.icsa (weekly unemployment
claims), and gdi us.credit, gdi us.luxury than the econometric data. Furthermore, their
RMSE profiles are strongly consistent.

2. Conversely, econometric is a significantly better predictor of eq.xlf (financials sector),
fred.vixcls (volatility index) and gdi.travel (travel-related searches).

5 Discussion and Future Work

This abstract proposed and evaluated an approach to pooling online activity into fast, approximate
measures of macroeconomically relevant variables based on topic modeling and latent-factor vec-

4Although we do not investigate it work, note that such regime switching can be implemented efficiently
using overlapping group sparsity [19].
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Figure 1: Reduction in forecast RMSE vs. using baseline econometric indicators. Each panel cor-
responds to a different set of data sources used for forecasting, and relative RMSE performance is
broken out over all base data sources. Negative values indicate a reduction in RMSE vs. the baseline
econometric indicators, while positive values indicate an increase. For example, using the ad ex
data sources alone results in a significant reduction in test RMSE when predicting eq.yhoo (Yahoo!
stock price) and gdi us.advert (advertising related search queries), while the RMSE of predicting
aggregate twitter activity increases significantly.

tor autoregression. We found that: (1) social network factors such as Yelp reviews, Twitter posts
and Facebook sentiment are more predictive of unemployment and consumer discretionary spend-
ing than a basket of econometric factors, and (2) this effect is symmetric across various parameter
settings of these factors, i.e. Yelp reviews and Twitter posts capture substantially similar variation in
economic indicators.

(“Price Discovery” in Information Flows) Are there natural analogs to price formation and dis-
covery mechanisms in online activity flows? News events cause reactions and commentary which in
turn cause material changes in aggregate sentiment [27]. Models such as spVAR can potentially be
used to understand how information flows lead to changes in market prices, and vice-versa. Other
approaches include model-free estimators of information flow between markets, such as transfer
entropy [22], or more traditional microstructure models of price formation [cf. 18].

(Exogenous Shocks and Temporal Stationarity) Several data sources exhibit large exogenous
shocks; e.g. in the exchange case due to new bidders entering the market or the availability of new
targeting information, and in the Twitter case due to spikes in topical content (e.g. “hurricapoca-
lypse”). Switching VAR processes would be better able to account for these regime changes and
other sources of heteroskedasticity [10].
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