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Abstract
In this work, we define the quality transfer problem and present an approach to

tackle it: Given a low-quality image taken from a mobile phone, how could you enhance
it in a visually plausible way to include additional details. Our approach is based on
creating a temporal, gps-tagged high-quality image data-set by building a vehicular
image capturing platform to autonomously capture high-quality images from different
areas of the city. For a given low-quality input image, close images from the data-set are
selected which would be used for enhancement in a combined process of salient feature
extraction and patch matching. We present the results of applying this technique to
samples of images taken in downtown Amherst.

1 Introduction

- “Let’s magnify it and see if we can get a reflection of her eye.”
- “OK. Magnification times 100 for starters.”
- “What’s that there, looks like a guy in a T-Shirt.”
- “Resolution isn’t very good” [assistant zooms in again, picture of a guy holding a
basketball appears in the reflection of the eye of the woman in the original image]
- “Yes, it is.”

The above mentioned dialogue from an episode of CSI [3] is not unique in movies
and TV series. Many similar scenes exists in which an apparently low-quality image
is “enhanced” through the use of advanced “algorithms” and hi-tech software (see [13]
for a collection of these exciting moments). The problem, needless to say, is that these
enhancement programs, regardless of the degree of sophistication of the algorithms used
in them, do not -and cannot- exist in real-world. No program can digitally enhance a
single image as not enough information exist in a single image for that purpose.

Given higher quality images of the same scene, however, it is possible to enhance
some parts of a low-quality image. The high-quality image(s) could have been captured
using an advanced camera and/or at a higher resolution; but possibly in a different
lighting condition. We refer to this specific problem as the quality transfer problem
and in this work, present our approach to tackle it.

The basic steps of our approach could be summarized as follows:
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1. Find the closest high-quality image(s) to the input low-quality image by searching
in a previously created data-set of high-quality images. We refer to this set as H.

2. For each image h in set H, find which segments of it are best to be used in
enhancing the low-quality image. This is to filter out the relevant regions of
h which are blocked by obstacles (e.g. people, cars, etc) to avoid unnecessary
computations in later steps.

3. Detect the salient features of each appropriate high-quality segment Sh.

4. Define a patch of pixels around the detected salient feature points and then look
for corresponding patches in the low-quality image.

5. For each high-score match, scale the colors of the high-quality patch to resemble
that of the matched low-quality patch and then copy it over to the low-quality
image replacing the matched patch.

We describe each of the above steps in more details in the following sections.

2 Creating A High-Quality Image Data-Set

The collection of high-quality images which are to be used to improve the input low-
quality images has a significant impact on the performance of our approach. The more
images there are, the higher the chances of successful enhancements.

For our purposes, a data-set of high-quality images from regular scenes of the city is
needed. It is best to have the images geo-tagged so that given a low-quality geo-tagged
input image, a corresponding high-quality match in the data-set could easily be found.

One approach to create the data-set is to download photos from image sharing
websites such as flickr [5]. However, the data-set created in this way might not be
as comprehensive due to several reasons: i) Many photos on such websites are taken
from popular scenes only (e.g. Eiffel Tower), ii) A significant portion of many of these
images are of faces, pets, and objects which does not make them suitable candidates to
enhance images of ordinary scenes taken in a city, iii) many of them are not geo-tagged.

Consequently, we have attempted to augment such a data-set by new additional
images. Particularly, we have installed cameras on three vehicles, one passenger car
and two buses, which move on different routes in our city to continuously capture geo-
tagged images. This is aligned with the fact that most of the low-quality images we
were interested to enhance, were captured in our city. We describe our image capture
platform in more detail in the following.

2.1 Image Capture Platform

Creating an image capture platform is more challenging than what it might seem at
first. Since the number of required images is huge, it is best to automate the process
as much as possible. Furthermore, diagnostic mechanisms have to be present to make
sure that system faults are detected and resolved in a timely fashion. In the following,
we describe different components of our image capture platform and point out the ways
in which we dealt with challenges in construction, monitoring and deployment of it.
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2.1.1 Hardware Components:

We have used three vehicles, a passenger car and two buses moving in different areas
of our city to capture photos. Our vehicles are equipped with Hacom OpenBrick 1GHz
Intel Celeron M systems (referred to as bricks), a GPS receiver, an 802.11abg mini PCI
card and, Wireless 3G USB modems. Two Prosilica GC1020 cameras have been used
in our platform as well as one Canon G9.

GC1020s are 1024x768 resolution CCD cameras with Gigabit Ethernet Interface
(GigE Vision) and incorporate Sony ICX204AL and ICX204AK CCD sensors. What
has primarily made this type of camera suitable for us is its relatively small size making
it easier to be installed on our vehicles. Furthermore, the ability of these cameras to run
at 30 frames per second at full resolution coupled with their providing of an ethernet
interface allows for implementation of a quick capture-and-transfer scheme.

While the small size of the Prosilica cameras introduces fewer deployment chal-
lenges, the quality of the images taken by them is limited due to their small sensor
size. Consequently, we have added the Canon G9 Point-and-Shoot Camera to our
platform to take images of higher quality. Addition of this camera to our system, how-
ever, introduced new challenges in image capturing and transfer as well as deployment
difficulties.

While making sure that the cameras are protected, we had to ensure that our
system causes minimum disturbance to both vehicle and vehicle riders. This restricted
our options on mounting the cameras and doing the wiring of the equipment. Figure 1
shows one of our deployed cameras on a bus.

Figure 1: Canon G9 camera mounted inside a bus. The lid of the protecting box is taken out
in this picture. The power button of the camera is always pressed down. When the vehicle
starts, the bricks turns on instrumenting the camera to start the capturing process.

Software Components: The GC1020 cameras come with a SDK allowing the
bricks to control the operation of the camera through an ethernet interface. Employing
a JNI wrapper of the SDK, we have created a Java program that instruments the
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camera to capture images in appropriate times of day (excluding nights) and transfer
the images over the ethernet port to the bricks where they would be geo-tagged using
the current reading of the GPS device.

Capturing and transferring images using the G9 camera, however, had to be done
in a different way as it does not come with an SDK. While a suit of applications
exist to instrument the camera through the USB port (e.g. gphoto2 [6]), we found
the delay associated with them is large and does not allow for truly continuous image
capture. Consequently, we modified the firmware of the camera to provide support for
continuous image capture/transfer from the camera. Particularly, we modified Canon
Hacking Development Kit (a.k.a CHDK [2], an open source alternative firmware for
many of Canon Powershot cameras) and created an on-camera script to capture images
at appropriate times of day. The images would then be transfered in batches to the
computer on the vehicle and later be synced with a GPS trace of where the vehicle has
been based on the capture time.

While it was possible to transfer captured images to a server over the internet
using the 3G modems, we found that impractical due to the large amount of data to be
transfered and a bandwidth cap over the 3G link. Therefore, the images were captured
into an external hard-drive on the vehicle which was then manually transfered to our
lab in order to add the images to our data-set. Due to the large size of the hard drive
( 300GB), we did not have to perform this manual task more than twice a month.

In addition, we did setup reverse ssh sessions from a computer in our lab to the
vehicles for diagnostics and monitoring purposes.

2.2 High-Quality Image Selection

Given an input low-quality image, we need a way to find similar high-quality images
in the data-set. Our assumption is that the input image is geo-tagged, that is, the
location of where it was captured is stored in the image metadata. Consequently, the
corresponding high-quality images could be found efficiently, given that our data-set
consists of geo-tagged images too.

Selection of high-quality images is done in a semi-automatic way. We have created
an interface to our image-dataset to assist a user in selecting relevant image to an
specific input image. Given the location of an input image and a proximit range R,
the interface, shows thumbnails of those high-quality images of the data-set which have
been taken in distance R of the input image. This allows the user to select the images
which he thinks can be used in the enhancement process easily and provides for filtering
out those high-quality images which are not useful due to the existence of obstacles.
A snapshot of the Image selection interface, which is based on an open source image
viewer called JIExplorer [9] is shown in Figure 2.2.

2.3 Detecting Salient Features

Once a candidate high-quality image is found to be used to enhance a given low-quality
image, the next problem to solve is to detect the most visually interesting areas of the
image to enhance. This is because not all of the parts of the high-quality image are
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(a)

(b)

Figure 2: Image selection interface allows the user to select images from the collected dataset
based on the location or the time they were captured.
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suitable to be used in enhancement process due to differences in camera angles and
possible presence of objects which are absent in the input image.

To tackle this problem, we have attempted to detect the salient features in the
high-quality image and then only consider patches around those feature points in the
enhancement process. We have tried three different types of feature points for this
purpose: i) SIFT features, ii) image corners ( Rosten’s machine-learning based corner
detection algorithm [15, 16]), and iii) Loy and Zelinsky [12] salient feature points.

Our most interesting results where achieved using Loy-Zelinsky salient feature point
detection which utilizes local radial symmetry to identify regions of interest within a
scene. In addition to its reasonable performance, their technique requires small amount
of computations and therefore runs fast.

2.4 Matching Patches

After detecting salient feature points of the image and defining patches around them,
next step is to match each of them to their corresponding patch in the low-quality
image. We tried both SSD-based and Normalized Cross Correlation (NCC)-based
techniques and as we will show in Section 3 the latter seemed to produce better results
as the matchings are independent of illumination and dependent on texture only. The
implementation of our matching techniques is done using FFT based correlation. Only
matches with a matching score higher than a fixed threshold are considered as valid
matches which would later be color-scaled and copied over to the matched location in
the input low-quality image.

2.5 Color Scaling

Once the matchings are found, we apply a uniform color scaling to each high-quality
patch which is to replace another low-quality one. For each color channel, we calculate
the average color of the source and target patches and scale the color of the source by
the ratio of the two.

3 Results

We present the result of running our approach in the context of a “zoom and enhance”
application that we developed. The user is provided with an interface allowing it to
zoom and select part of a low-quality image. The enhanced version of the selected
part, which has been created using our technique, would then be presented to the
user. Figure 3(a) shows a low-quality image captured using a mobile phone. As a
point of reference, we have presented a close high-quality image from the data-set in
Figure 3(b).

Suppose that the user selects the part of the image shown in Figure 4(a). As
described earlier, our system detects salient features of the corresponding segment in
the matched high-quality image and attempts to match patches defined around them
to locations in the low-quality image. Salient features of the corresponding high-quality
segment is shown in Figure 4(b).
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(a) (b)

Figure 3: An input low-quality image (a) taken from a mobile phone and its corresponding
high-quality image from our data-set (b). The images are not shown in their actual sizes.

(a) Zoomed-in area of the low-quality
Image.

(b) Salient features of the correspond-
ing high-quality segment to low-quality
image (a)

Figure 4: Selected zoomed-in area of the low-quality image in (a) and the detected salient
features of the corresponding segment in the high-quality image in (b).

As far as matching high-quality patches to corresponding locations in the low-
quality segment is concerned, two techniques is possible, SSD-based or NCC-based
error minimizations. We have found that the NCC-based technique works better for
the images of our concern as it is independent of illumination and only dependent on
texture. Figure 5 shows the matching of a sample high-quality patch around a salient
feature (Figure 5 (a)) to its proper location on the input low-quality image (Figure 5
(b)). Figures 5 (c) shows the sum of squared differences (SSD) of the patch and low-
quality photo as an image, with the SSD sign reversed and its value normalized to
range [0 1]. The normalized cross correlation image with values ranging from 0 to 1 is
depicted in Figure 5 d. As it can be observed, NCC image is more successful at finding
the location of the patch. Our system can be tuned to use any of the two techniques
depending on the type of the input image and the corresponding high-quality images
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a) High−Quality Patch b) Matched Location

c) SSD Matching d) Normalized−CC

Figure 5: A high-quality patch, depicted in (a) is matched to its proper location in a low-
quality segment using a NCC-based technique (b). Figures (c) and (d) depict the effectiveness
of each of the SSD-based and NCC-based techniques in matching the patch. Brighter values
in the NCC image show higher correlation and darker values in the SSD image show smaller
SSD values. NCC-based technique seems more successful as its approach does depend on
illumination. Our system can be tuned to use any of the two techniques depending on the
type of the input image and the corresponding high-quality images in the data-set.

in the data-set.
The enhanced image is depicted in Figure 6.
Another area of the low-quality image is depicted in Figure 7(a), its salient features

in Figure 7(b) and the enhanced image in 8.
Running our image enhancement scheme on an entire low-quality image takes a

long time, currently making it impractical in real-time. The bottleneck seems to be
the matching technique and we are currently looking into optimizing this process by
using tree structures [21, 8, 10, 11, 20].
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Figure 6: Enhanced version of Figure 4(a)

(a) Another zoomed area of the low-quality Im-
age.

(b) Salient features of the low-quality segment in (a).

Figure 7: A zoomed-in region of the low-quality image 3(a) and the salient features of the
corresponding high-quality image in our data-set.

Figure 8: Enhanced version of Figure 4(a)
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4 Related Work

In this section we categorize and briefly go over some of the related work in literature.

4.1 Image Collection Techniques

Creating large image data-sets has been an important corner stone for many computer
vision and graphics research projects. Many approaches such as [7, 18] download
photos from the Internet using image search engines and/or popular photo sharing
websites such as flickr [5]. While the data-set collected in this way could also be
used in our system, we believe that by itself, it cannot be the as comprehensive as we
need due to several reasons: i) Many photos on such websites are taken from popular
scenes only (e.g. Eiffel Tower), ii) A significant portion of many of these images are
of faces, pets, and objects which does not make them suitable candidates to enhance
images of ordinary scenes taken in a city, iii) many of them are not geo-tagged. The
images that we have been collecting using the buses fills in this gap to a great extent
providing us with a more useful data-set to enhance low-quality images taken in our
city. Furthermore, constant image capturing on the buses, also captures the temporal
change in the looks of the city providing for filtering out images in both time and space
dimensions and consequently, finer enhancements. For example, if we were to enhance
an input image taken in winter, we can only consider the high-quality pictures of the
same scene which are taken in winter.

A promising image collection approach has been proposed in PhotoCity [19]. In
this approach, photo collecting process has been modeled as the intersection of two
types of games: ARG (alternate reality games) and GWAP (games with a purpose).
In this game, teams of people attempt to capture pictures of various buildings in a
geographic area (e.g. campus) which would be used in creating dense 3D models of
that area. We believe that similar crowd sourcing approaches to image collection could
provide a more comprehensive coverage of various areas of the city and therefore, be a
great addition to our current data-set.

4.2 Texture synthesis and Image Completion

Texture synthesis and image completion, form a body of work which is, to some extent,
related to our approach for image enhancement. While being a type of image synthesis,
the major difference between our approach and many of these techniques is that our
goal is to enhance a low-quality image using high-quality images of mostly the same
object. The synthesized image, in our case, points at a real object in the real world.

Patch-based techniques -similar to the one in our work- have been used for texture
synthesis before. The texture synthesis method proposed in [4] samples patches from
a texture example and pastes them in the synthesized image. This approach outper-
formed previously proposed model-based methods to solve texture synthesis problems.
In [7] an algorithm is proposed that patches up holes in images by finding similar image
regions in a database. The database is constructed from the images downloaded from
the web. The presented technique uses gist scene descriptor [17, 14] to find images of
similar scenes to a given input image (with a hole). The approach attempts to fill in
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the holes in a both seamless and semantically valid manner. However, the synthesized
scene may not actually refer to a real existing one.

4.3 Nearest Neighbor Search Methods

Various techniques have been proposed in literature to speed up the search process
(we use a similar process when matching patches). These schemes generally involve
tree structures such as kd-trees [21, 8, 10], vp-trees [11], and TSVQ [20]. All of these
approaches support both exact and approximate search. In [1] a randomized correspon-
dence algorithm has been proposed which aims at quickly finding approximate nearest
neighbor matches between image patches. The main idea behind this scheme is i) ran-
dom sampling is effective in finding good patch matches, and ii) natural coherence of
imagery allows propagation of such matches to the surrounding areas quickly. We have
tried their scheme in our patch matching phase, but found that the number of wrong
matches -at least for the images of our data-set- was not low enough for enhancement
purposes. However, we believe that similar optimizations such as the ones proposed
above could be used in our scheme to speed up the enhancement process. We plan to
implement such optimizations to our system in future.

5 Conclusion and Future Work

In this work, we presented a new approach to the quality transfer problem: Given a
low-quality image how could you enhance it to include additional details. Our approach
which is based on creating a temporal, high-quality image data-set, enhances the input
low-quality image by finding the most relevant and visually interesting points from
the images in the data-set and copying the best matches over to create a new synthe-
sized image with more details. We are planning to augment our current data-set with
manually-taken pictures of mobile phones in a similar way to [19]. We are also working
on improving the speed of patch matching by using tree structures [21, 8, 10, 11, 20].
Another optimization is to store the extracted salient features of each high-quality
image in a database to allow faster matchings.
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