
Introduction to 
Computer Vision Today 

■  Supervised learning  
■  Nearest neighbor methods 

●  What are they? 
■  Distance functions. 

●  When do they work and when do they not work? 
■  Test setting is similar to training setting 
■  Images are not overly variable. 

●  Theoretical results 
■  Alternatives? 



Introduction to 
Computer Vision Supervised Learning 

■  Supervised learning: 
●  Formalization of the idea of learning from examples. 

■  2 elements: 
●  Training data 
●  Test data 

■  Training data: 
●  Data in which the class has been identified. 

■  Example: This is a “three”. 
 

■  Test data: 
●  Data which the algorithm is supposed to identify. 
●  What is this?  



Introduction to 
Computer Vision Recognizing Handwritten Digits 



Introduction to 
Computer Vision Supervised learning 

■  Formally: 
●  n training data pairs: 

 
 
 
x’s are “observations” 
y’s are the class labels 

●  m test data samples: 



Introduction to 
Computer Vision Nearest Neighbor Rule 

■  Choose label of training example closest to the test 
example. 

■  K-nearest neighbor rule (K-NN) 
●  Choose some value for K, often dependent on the 

amount of data N. 
■  K=sqrt(N) is a common choice. 
■  For a two-class problem, K is usually odd. (Why?) 

●  Among K nearest neighbors, have a vote for the label. 
●  Break ties with a random choice. 



Introduction to 
Computer Vision Nearest Neighbor and K-NN 

http://en.wikipedia.org/wiki/File:KnnClassification.svg 

feature 2 

feature 1 



Introduction to 
Computer Vision Euclidean distance 

In two dimensions 
 
or 
 
Two measurements per point 



Introduction to 
Computer Vision Euclidean distance 

In n dimensions 
 
or 
 
n measurements per point 



Introduction to 
Computer Vision Euclidean distance for images 



Introduction to 
Computer Vision or... in 1 line 



Introduction to 
Computer Vision Nearest Neighbor Rule 

■  Choose label of training example closest to the test 
example. 



Introduction to 
Computer Vision Nearest Neighbor and K-NN 

http://en.wikipedia.org/wiki/File:KnnClassification.svg 

feature 2 

feature 1 



Introduction to 
Computer Vision NN for image classification 

■  Binary images: 128x128.  
●  How many measurements? 
●  How many dimensions? 

■  25 training images of 3’s 
■  25 training images of 5’s 
■  One test example 



Introduction to 
Computer Vision 

Training Data for 3’s 

Test Image 



Introduction to 
Computer Vision 

Training Data for 5’s 

Test Image 



Introduction to 
Computer Vision What’s the Nearest Neighbor? 



Introduction to 
Computer Vision What’s the Nearest Neighbor? 



Introduction to 
Computer Vision Visualizing the image difference 



Introduction to 
Computer Vision 

Problems with Nearest 
Neighbor for Images 

■  Treats every pixel the same 
■  Is thrown off by changes in position, scale, or 

orientation of image 
■  Can’t handle changes in color 


