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HAL’s Capabilities Graphics
HAL
» Display graphics

* Play chess

» Natural language production and understanding

» Vision
* Planning
* Learning




HAL Now

MONTY, NEWBORN

Natural Language Understanding
HAL Now

David Bowman.
Open the pod bay doors, Hal.
HAL:
I’'m sorry, Dave, I’'m afraid | can’t do that.

David Bowman
What are you talking about, Hal?
...HAL:

I know that you and Frank were planning |
to disconnect me, and I'm afraid that's
something | cannot allow to happen.

Many useful tools, but
none that come even
close to HAL'’s ability
to communicate in
natural language.

1950

Alan Turing
1912 - 1954

Turing Test

“Computing Machinery and Intelligence”
Mind, Vol. 59, No. 236, pp. 433-460, 1950

I propose to consider the question

"Can machines think?”...

We can only see a short distance ahead, but
we can see plenty there that needs to be done.

Layers of Natural Language Processing

Phonetics & Phonology
Morphology

Syntax

Semantics

Pragmatics

Discourse
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1. Phonetics & Phonology

The study of: language sounds, systems of discrete
how they are sounds, e.g. languages’
physically formed; syllable structure.

dis-k&-"nekt

disconnect

“It is easy to recognize speech.”
: . JeetJet?
“It is easy to wreck a nice beach.”

2. Morphology

The study of the sub-word units of meaning.

disconnect
H_/%/“/

“not” “to attach”

Even more necessary in some other languages,
e.g. Turkish:

uygarlastiramadiklarimizdanmissinizcasina

uygar las tir ama dik lar imiz dan mis siniz casina

(behaving) as if you are among those whom we could not civilize




3. Syntax

The study of the structural relationships between words.

I know that you and Frank were planning to disconnect me.
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you and Frank were planning to disconnect me.

Not same structure:

You know me--Frank and I were planning to disconnect that.

4. Semantics
The study of the literal meaning.

I know that you and Frank were planning to disconnect me.

ACTION = disconnect
ACTOR = you and Frank
OBJECT = me

5. Pragmatics
The study of how language is used to accomplish goals.

What should you conclude from the fact | said something?
How should you react?

I'm sorry Dave, I'm afraid I can’t do that.

Includes notions of polite and indirect styles.

6. Discourse
The study of linguistic units larger than a single utterance.

The structure of conversations:
turn taking, thread of meaning.

David Bowman:
Open the pod bay doors, Hal.
HAL:
I'm sorry, Dave, I'm afraid I can’t do that.
David Bowman:
What are you talking about, Hal?
...HAL:
I know that you and Frank were planning to disconnect me,
and I'm afraid that's something I cannot allow to happen.

Linguistic Rules
E.g. Morphology

To make a word plural, add “s”
¢ dog — dogs
» baby — babies
» dish — dishes
* goose — geese
* child — children
« fish — fish (!)

Inherent Ambiguity in Syntax

Fed raises interest rates 0.5%
in effort to control inflation

NY Times headline 17 May 2000
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Where are the ambiguities?

Part-of-speech ambiguities Syntactic attachment
ambiguities
VB
VBZ VBZ VBZ

NNP NNS NNS NNS CD NN

Fed raises interest rates 0.5 % in effort to
control inflation

Word sense ambiguities: Fed —"federal agent”
interest —a feeling of wanting to know or learn more

Semantic interpretation ambiguities above the word level.

Effects of V/IN Ambiguity (1)
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interest rates

Effects of V/IN Ambiguity (2)
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Effects of V/IN Ambiguity (3)

S
/\
NP VP
/,\ /\
N N N Vv NP

\ \ \ \ N

Fed raises interest rates CD N

05 %

Ambiguous Headlines

* Iraqi Head Seeks Arms

+ Juvenile Court to Try Shooting Defendant

+ Teacher Strikes Idle Kids

+ Stolen Painting Found by Tree

» Kids Make Nutritious Snacks

+ British Left Waffles on Falkland Islands

* Red Tape Holds Up New Bridges

+ Clinton Wins on Budget, but More Lies Ahead
+ Ban on Nude Dancing on Governor’s Desk

What is grammatical and what isn’t?

» John | believe Sally said Bill believed Sue saw.

* What did Sally whisper that she had secretly read?
» John wants very much for himself to win.

+ Who did Jo think said John saw him?

» The boys read Mary’s stories about each other.

» Mary, while John had had had had had had had
had had was the correct answer.




What is grammatical and what isn’t?

» John | believe Sally said Bill believed Sue saw.

» What did Sally whisper that she had secretly read?
» John wants very much for himself to win.

* Who did Jo think said John saw him?

* The boys read Mary’s stories about each other.

» Mary, while John had had “had” had had “had
had;” “had had” was the correct answer.

Language Evolves

* Morphology

— We learn new words all the time:
bioterrorism, cyberstalker, infotainment,
thumb candy, energy bar

 Part-of-speech
— Historically: “kind” and “sort” were always nouns:
“I knowe that sorte of men ryght well.” [1560]
— Now also used as degree modifiers:
“I'm sort of hungry.” [Present]
“It sort o’ stirs one up to hear about old times.” [1833]

Natural Language Computing
is hard because

» Natural language is:
— highly ambiguous at all levels
— complex and subtle
— fuzzy, probabilistic
— involves reasoning about the world

— embedded a social system of people interacting
« persuading, insulting and amusing them
« changing over time

Probabilistic Models of Language

To handle this ambiguity and to integrate
evidence from multiple levels we turn to:

Bayesian Classifiers (not rules)
Hidden Markov Models (not DFAs)
Probabilistic Context Free Grammars
Maximum Entropy models

...other tools of Machine Learning, Al, Statistics

Natural Language Processing

» Natural Language Processing (NLP) is the
study of the computational treatment of
natural languages:

— Most commonly Natural Language Understanding
— The complementary task is Natural Language
Generation

* NLP draws on research in Linguistics,
Theoretical Computer Science, Artificial
Intelligence, Mathematics and Statistics,
Psychology, etc.

What & Where is NLP

« Goals can be very far-reaching

— True text understanding
— Reasoning and decision-making from text
— Real-time spoken dialog

« Or very down-to-earth

— Searching the Web

— Context-sensitive spelling correction

— Analyzing reading-level or authorship statistically

— Extracting company names and locations from news articles.

« These days, the later predominate (as NLP becomes

increasingly practical, focused on performing measurably useful
tasks now.

« Although language is complex, and ambiguity is pervasive,

NLP can also be surprisingly easy sometimes:
— rough text features often do half the job




Example Applications of NLP

Google Search: natural language processing ]
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Natural Language Processin:

Natural Language Processing should make it possible for people to use computers
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Example Applications of NLP:

News categorization and summarization

Google News
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Google Slashdot Newsv McC Ressarchv Reviewingv Macv Jwa Thesaurus Funding» Teaching™ oy

G%szs)gle T G Gaomom)

Soarch and browse 4,500 news sources updated continuously.

Top Stories ‘Auto-generated 11 minutes ago
lines up endorsements: Dean shakes u

MARKETS 5

Business. San Francisco Chroniclo -5 minutos.
‘Demacratic frontrunner John Kerry,building on his New

‘ana 222 relted »

3crsoh) triumph, pocketed fresh endorsements from the New Mars rover sights rock layers
Sports pary stablishment on Hednescay and aunched elevision ermatonsl Herld Toune - 204 898 elted »
Erarnmant | COTTECE 110 iy St Hoard D sk p 3 )
Health Y oy Miami Herald - and 1147 related »

Sk e Drcnc g Do oy ipton Oscars yearof firsts
I Nows Alos | Shistian Science Monilor - Reuters M"M - The Data Vancouver Province - and 740 related »

Lounge - ana 3702 related »

New neurodegenerative gisease identiled

Text version The Globe an Ma - and 70 rlaed »

Agrim day for the BBC
Salon (subscription) - 2 hours ago.
avout aroian special foport pdate: BBC chairman Gavyn

In the News
corporaion' "defective” joumalstic pracices. dobn Kerry Hong Kong

'BBC Davies Offcially Resians As B OF Governors

Chimn BBC Quickon David kay ‘Saddam Hussein

Tioped to be a scapegost. Hoon is unscathed Independent Federal Governmen! Souh Carolina

Intemational Herald Tbune - Teleqaph couk - Reuters - The Times. US  George Bush B harat
and 737 related »

World » US>
Asia vows cooperation on bird flu [ ] Trenscriot:David Kay at Senate hearing gy

Example Applications of NLP:
Information Extraction: Job Openings

foodscience.com-Job2

o BB B8 B Jt?l‘itle:lceCreamGum

v

com
JobCategory: Travel/Hospitality
JobFunction: Food Services
obLocation: Upper Midwest
Contact Phone: 800-488-2611
DateExtracted: January 8, 2001

Source: www. foodscience.com/jobs_midwest.htny

Resumeé Form.
Job Hunt Hints
Academic

OtherCompanylobs: foodscience.com-Jobl
v
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Example Applications of NLP:

MSWord spelling correction, grammar checking

Ifyouuse Microsoft Word wouhave no-doubt-noticed
red-any-misepelled words (o, to-be-exact,-all words th
did youknow that-yow can-correct-these-errors simply
Mlicrosoft- Wordwill-give you alist-of the words that-f
word-youwant appagrdin-the list) you simply-pick it
1

appears

appease
apparels
appeals

appear

Ignore Al
add

AutoCorrect ®
& spelling...

Example Applications of NLP

Information Extraction: Find experts, employees
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Example Applications of NLP:
Information Extraction: Job Openings
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Example Applications of NLP:
Automatically Solving Crossword Puzzles

[[EYIr Crosswords Cryptograms Anagrams Reference Forum Languages
[T Contact@ Support Advertise Privacy About

sngféun Jamazoncom| I Crossword Clue Search

L g Having trouble getting the last word in that puzzle?
Having trouble getting the first? Sce if our search
engine can help! Unlike pure patten dictionary

Example Applications of NLP:
Question Answering

hdot Newsv McC Researchv Reviewingy Macy Java Thesaurus Fundingv Teachingy

© AnswerBus Question An

Who is married to bill gates? (skc

Type in your question in English, French, Spanish, German, Italian or Portuguese.

500 AnswerBus Question Answering System ~ who is married to bill gates
[~ (&) [+] Anup://wawanswerbus.com/cgi-bin/answerbus/answer & Q- microsoft spelling correction B
»

Question:
who is maried to bill gates
Possible answers: L T

« Bill was married to Melinda French Gates in 1994 in Haw aii.

« Mary Gates. Bill's mother. biggest fan. and strongest prodder. finally laid down an ultimatum in 1993. She was dying of
cancer, and wanted to see her only son married.

« Bill Gates married Melinda French in Hawaii on January 1. 1994. and his mother died a few months later.

« 1994 Bill Gates and Melinda French married in Hawaii on New Years Day

Try your question on other engines:

Alta Vista| CNN News Engine | Ask Jeeves | Excite | Google | HotBot | Lycos | Stat | Yahoo
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better server. This may cause some we: ]
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but hopefully by early next week. y —
everything will be in better shape
Thanks for your patience!
How to Search: Enter a clue and either the length
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P
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over 100,000 searches a day. You marl
canhelp e
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Overview of Gerhard Baumfalk mk’ 9

Amazon.de reader Would you like to sell?

More of... Used & again starting from EUR 10,50 Diesen Artikel verkaufen )
Gerhard Baumfalk Offerer dispatches in 1-2 working-days.

What do you mean?

Their opinion to this
book

Continue to

e ie(n): Politics, Bioarafien & history , specialized books.

Now get money back!
Now fetch the

164 sides - Rita Fischer, Ffm.
ication date: July 1997

|{which are
entitled to you --
with the software and

ISBN: 3895014931
i Amazon.de Verkaufsrang 204.896

Example Applications of NLP:

Automatically generate Harlequin Romance novels?

Goals of the Course

* Introduce you to NLP problems and solutions.
+ Relation to linguistics & statistics.

+ Give you some hands-on practice with data and
a handful of methods.

» At the end you should
— Agree that language is subtle and interesting.

— Feel some ownership over the formal & statistical
models.

— Be able to build some useful NLP system of your
choosing.

This Class

» Assumes you come with some skills...

— Some basic statistics, decent programming skills
(in a language of your choice--although solutions
will be in Java)

— Some ability to learn missing knowledge

Teaches key theory and methods for

language modeling, tagging, parsing, etc.

+ Butit’s something like an “Al Systems” class:
— Hands on with data

— Often practical issues dominate over theoretical
niceties




Course Logistics

Professor: Andrew McCallum

TA: Aron Culotta —_

Time: Tue/Thu 1-2:15pm

Mailing list: cs585@cs .umass.edu

More information on Web site:
http://www.cs.umass.edu/~mccallum/courses/inlp2004

Take Home Points for Today

+ Six layers of language

— Phonetics, Morphology, Syntax, Semantics,
Pragmatics, Discourse.

» Language is complex, ambiguous.

— Why? How to humans resolve this ambiguity?

» NLP definition, goals, theoretical tools,

current successes.

Thank you!

Syllabus Outline

Inherent Amiguities

«” Example sentence: "I made her duck"s|
cooked waterfowl for her.+| cooked waterfowl
belonging to her.I created the (plaster?) duck
she owns.«| caused her to quickly lower her
head or body.*l waved my magic wand and
turned her into undifferentiated
waterfowl.«(Explain all these ambiguities in
linguistic terms. See Jur&Martin, p. 4.




