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- Median Trick: If an algorithm returns a sufficiently accurate numerical answer with probability at least $3 / 4$, run it $O(\log (1 / \delta))$ times and take the median answer. This will have the required accuracy with probability at least $1-\delta$.

Questions on distinct elements counting?

## ANOTHER FUNDAMENTAL PROBLEM

Jaccard Index: A similarity measure between two sets.

$$
J(A, B)=\frac{|A \cap B|}{|A \cup B|}=\frac{\# \text { shared elements }}{\# \text { total elements }} .
$$



Natural measure for similarity between bit strings - interpret an $n$ bit string as a set, containing the elements corresponding the positions of its ones. $J(x, y)=\frac{\text { \# shared ones }}{\text { total ones }}$.
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$$

Want Fast Implementations For:

- Near Neighbor Search: Have a database of $n$ sets/bit strings and given a set $A$, want to find if it has high Jaccard similarity to anything in the database. $\Omega(n)$ time with a linear scan.
- All-pairs Similarity Search: Have $n$ different sets/bit strings and want to find all pairs with high Jaccard similarity. $\Omega\left(n^{2}\right)$ time if we check all pairs explicitly.

Will speed up via randomized locality sensitive hashing.
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See Section 3.8.2 of Mining Massive Datasets for a discussion of a real world example involving 1 million customers. Naively this would be $\binom{1000000}{2} \approx 500$ billion pairs of customers to check!
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Many applications to spam/fraud detection. E.g.

- Fake Reviews: Very common on websites like Amazon. Detection often looks for (near) duplicate reviews on similar products, which have been copied. 'Near duplicate' measured with shingles + Jaccard similarity.
- Lateral phishing: Phishing emails sent to addresses at a business coming from a legitimate email address at the same business that has been compromised.
- One method of detection looks at the recipient list of an email and checks if it has small Jaccard similarity with any previous recipient lists. If not, the email is flagged as possible spam.
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- Near Neighbor Search: Given item $x$, compute $\mathbf{h}(x)$. Only search for similar items in the $\mathbf{h}(x)$ bucket of the hash table.
- All-pairs Similarity Search: Scan through all buckets of the hash table and look for similar pairs within each bucket.
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