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Andrew McGregor
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With $n=365$ and $m=29$, probability $<e^{-1}$. Tighter analysis possible.
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- Let $A_{i}$ be the event that the $i$ th bin is empty after $r$ balls are thrown. Then,

$$
\mathbb{P}\left[A_{i}\right]=(1-1 / n)^{r}=(1-1 / n)^{2 n \ln n} \leq e^{-2 \ln n}=1 / n^{2}
$$

- Then $A_{1} \cup A_{2} \cup \ldots \cup A_{n}$ is the event that there is an empty bin:

$$
\mathbb{P}\left[A_{1} \cup A_{2} \cup \ldots \cup A_{n}\right] \leq \mathbb{P}\left[A_{1}\right]+\mathbb{P}\left[A_{2}\right]+\ldots+\mathbb{P}\left[A_{n}\right]=n \times 1 / n^{2}=1 / n
$$
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- How full is the fullest bin? This has applications to load balancing.
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- If $X_{1}$ is the number of balls that land in bin 1 then $X_{1}$ is a binomial distribution with $m$ trials and $p=1 / n$.
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- Same analysis applies to $X_{2}, X_{3}, \ldots$, i.e., the number of balls in bins $2,3, \ldots$. Hence, no bin has more than $k=2 \log n$ balls in it with probability at least $1-1 / n$.
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- Let $S_{1}, S_{2}, \ldots S_{\binom{m}{k}}$ be all subsets of $[m]$ with exactly $k$ elements.

$$
P\left(A_{S_{j}}\right)=p^{k}
$$

where $A_{S}$ is the event that for all $i \in S$, the $i$ th coin toss is heads.

- Then $A_{S_{1}} \cup A_{S_{2}} \cup \ldots \cup A_{S_{\binom{m}{k}}}$ is the event you get $k$ or more heads.
- Hence,

$$
P(k \text { or more heads })=P\left(A_{S_{1}} \cup A_{S_{2}} \cup \ldots \cup A_{\binom{m}{k}}\right) \leq \sum_{j=1}^{\binom{m}{k}} P\left(A_{S_{j}}\right)=\binom{m}{k} p^{k}
$$
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Theorem (Schwartz-Zippel)
Let $Q\left(x_{1}, \ldots, x_{n}\right)$ be a non-zero multivariate polynomial of total degree d. Fix any finite set of values $S$ and let $r_{1}, \ldots, r_{n}$ be chosen independently and uniformly at random from $S$. Then,
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- Consider $q(x)=Q\left(x, r_{2}, \ldots, r_{n}\right)$,

$$
\mathbb{P}\left[q\left(r_{1}\right)=0 \mid Q_{k}\left(r_{2}, \ldots, r_{n}\right) \neq 0\right] \leq k /|S|
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- Putting together gives $\mathbb{P}\left[Q\left(r_{1}, \ldots, r_{n}\right)=0\right]$ at most

$$
\mathbb{P}\left[Q_{k}\left(r_{2}, \ldots, r_{n}\right)=0\right]+\mathbb{P}\left[q\left(r_{1}\right)=0 \mid Q_{k}\left(r_{2}, \ldots, r_{n}\right) \neq 0\right] \leq d /|S|
$$

where we used $\mathbb{P}[A]=\mathbb{P}[A \cap B]+\mathbb{P}\left[A \cap B^{c}\right] \leq \mathbb{P}[B]+\mathbb{P}\left[A \mid B^{c}\right]$

