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Information Statistics Approach

» Information statistics approach is based on analyzing the
“information revealed” about the input from the messages.

» Useful for proving bounds on complicated functions in terms of
simpler problems, e.g., proving a bound on

pISJ (M) = \/ AND(Myj, ..., My))

J€ln]

by first establishing a bound on AND;.
» We'll first give some definitions and then run through an example.




Information Theory Definitions

» Let X and Y be random variables.
Entropy: H(X) =3, —P[X =i]lgP[X =i]
Conditional Entropy: H(X|Y) :=E,y[H(X|Y = y)] < H(X)
Mutual Information: 1(X : Y) = H(X) — H(X]Y)

HO) H(Y)
Useful Facts:

> If X takes at most 2¢ values, then H(X) < 4.
> Chain rule: H(XY) = H(X) + H(Y|X).
> Subadditivity: H(XY) < H(X) + H(Y); equality if independent.




Mutual Information

Lemma
If X and Y are independent, then (XY : Z) > (X : Z)+ (Y : Z).

Proof.

H(XY) — H(XY|Z)
(X) + H(Y) = H(XY|Z)
H(X) + H(Y) = H(X|Z) — H(Y|Z)

(X:2)+I(Y:2)

) —
+H
+H




Information Cost

» Suppose you have a protocol I1 for a two-party communication
problem P in which Alice and Bob have random inputs X and Y.

» Let M be the (random) message sent by Alice and define:
cost(M) = max | M|

and
icost(M) = I(M : X)
» Note icost(M) = /(M : X) < H(M) < cost(IN).




Example: Indexing

» We'll prove a lower bound on the information cost of INDEX where
X €r {0,1}" in terms a simpler problem “Ecro”

» EcHO: Alice has a single bit B €g {0, 1} and Bob wants to output
B with probability at least 1 — §.

> A protocol Miypex for INDEX yields a protocol Mggyo,i for ECcHO:
1. Given B, Alice picks X; €gr {0,1} for j # i and generates:
X = (X1, Xa, .., Xie1, B, Xis1, - .., Xn)

2. She sends the message M she'd have sent in Mixpex if she’'d had X.

3. Bob receives message and outputs the value he'd have returned in
Mmpex had his input been /.




Relating Information Cost of INDEX and ECHO

» Since Xi, X3, ..., X, are independent:

COSt( Mixpex ) >

icost(Mixpex)

1(Xu X ... Xy : M)

I(Xy : M)+ 11X M)+ ...+ (X, : M)
icost(Mgcuo,1) + icost(Mecuo2) + - - - + icost(Mecuo,n)

» Lemma: Any protocol solving ECHO with probability > 1 — §, needs

icost(Mgeno,i) > 1 — Ha()

where Hy(p) = —plgp — (1 - p)lg(1 — p).
» Hence, cost(Mpex) > (1 — Ha(d))n.




Proof of Lemma

. Fano's inequality: Let A and B be random variables. If you can
guess B correctly with probability at least 1 — § given A, then

H(B|A) < Ha(5) .

2. Let A= M be message and B be the bit needing echoed.
3. Hence,

icost(Mgeno) = H(B) — H(B|M) > 1 — Hy(6)




Outline for DI1SJ; Lower Bound
> Express DISJ; in terms of AND; where AND;(xi,...,x:) = [[; xi:
DISI: (M) = \/ AND¢(My j, ..., M; )
Jj€ln]

Consider a random input M to DISJ; where Mp,; €g {0,1} for
D; eg [t]. All other entries are 0.

Let T =(T1,..., Tt—1) be the messages sent in a t-party protocol
and define the information cost of a protocol as:

icost(N|D) = I(T : M|D) where D =(Dy,...,D;).

A protocol for DISJ; yields n different protocols M,yp,,; for AND;:

icost(Mps,;,| D) > Z icost(Manp,,i| D) -
i€[n]

Result follows by showing icost(Mxp,,i|D) = Q(1/t).
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