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Abstract

Multi-Document Summarization deals with computing a
summary for a set of related articles such that they give the
user a general view about the events. One of the objec-
tives is that the sentences should cover the different events
in the documents with the information covered in as few sen-
tences as possible. Latent Dirichlet Allocation can break
down these documents into different topics or events. How-
ever to reduce the common information content the sen-
tences of the summary need to be orthogonal to each other
since orthogonal vectors have the lowest possible similar-
ity and correlation between them. Singular Value Decom-
position is used to get the orthogonal representations of
vectors and representing sentences as vectors, we can get
the sentences that are orthogonal to each other in the LDA
mixture model weighted term domain. Thus using LDA we
find the different topics in the documents and using SVD we
find the sentences that best represent these topics. Finally
we present the evaluation of the algorithms on the DUC
2002 Corpus multi-document summarization tasks using the
ROUGE evaluator to evaluate the summaries. Compared to
DUC 2002 winners, our algorithms gave significantly bet-
ter ROUGE-1 recall measures.

1 Introduction

The task of Multi-Document Summarization consists of
computing the summary of a set of related documents of a
corpus such that they cover the major details of the events
in the documents. Let us say we have a set of M related
documents together in a corpus. These documents all share
a central theme or event which is the topic on which the
documents are based on. We say that this event is the prop-
erty of all the documents i.e. is the property of the cor-
pus. The documents have other sub-events or topics which

might be common between some of the documents, which
support or give more details regarding the central theme. In
essence these topics revolve around this central event and
are linked to it by explaining the cause,effect,statistics etc
of the central event. Thus together the central theme and
the sub-events form the topics for the set of documents. In
the following article we have used the term topic and events
interchangeably.

One way of approaching the task of multi-document
summarization is to break the documents into these topics
and then describe or represent these topics adequately in the
summary. Thus we can view the documents as being com-
posed of topics, which we have to infer, and the visible vari-
ables are the words of the documents. Words are interpreted
as means of expressing topics a document is composed of.

Latent Dirichlet Allocation (LDA) [3] is a generative
three-level hierarchical Bayesian probabilistic model for
collections of discrete data such as text documents. The
documents are modeled as a finite mixture over an underly-
ing set of topics which, in turn, are modeled as an infinite
mixture over an underlying set of topic probabilities. Thus
in the context of text modeling, the topic probabilities pro-
vide an explicit representation of the documents.

One way of interpreting the LDA model is that it breaks
down the collection of documents into independent topics
by representing the document as a mixture of topics using a
probability distribution. The topics in turn are represented
as a mixture of words using a probability distribution. An-
other way of looking at it is that LDA soft-clusters the words
of the documents into these topics i.e. instead of hard clus-
tering and assigning a word to one topic, it gives a proba-
bility of the word belonging to the topic. Thus in a way we
can view the these documents as a three level hierarchical
Bayesian model with the topics, their distribution and the
Dirichlet parameters as latent variables and words and doc-
uments that they belong to as the only visible variables.

Using LDA we infer the topics that the documents are



composed of. A sentence of the document can be viewed
as representing a single topic,multiple topics or maybe con-
necting different topics of a document or a set of documents.
Here we are dealing with extraction based multi-document
summarization i.e. we are extracting the entire sentence
from the document without any modification to it like re-
moval or adding of words and combining sentences together
in a summary.

Singular Value Decomposition can be used to find the
orthogonal representations of vectors. The entry with the
highest value in a singular vector of the SVD transformed
matrix corresponds to the original vector which has the
greatest impact in this orthogonal direction. Thus the orig-
inal vector is the best representative of this new orthogonal
direction. Using this we can find vectors which have the
greatest impact in different orthogonal directions and call
them as orthogonal representations as the vectors are not
orthogonal to each other (however the transformed vectors
are). The orthogonal representations have the lowest possi-
ble similarity and correlation among them, thus are useful
in lowering redundancy in the system. In this case the vec-
tors are sentences of the documents weighted by the topic
mixture model of LDA. Thus using LDA we find the dif-
ferent topics in the documents and using SVD we find the
sentences that best represent these topics.

In the past multi-document summarization algorithms
have been mostly about word alignment on the summaries,
by using the term frequency and inverse-document fre-
quency or some combination of other weighting mecha-
nisms of the words in the documents. The sentences are
then given measures using the weights of the words in some
combination or other and using some similarity and anti-
redundancy techniques [5] [13]. These weighting mecha-
nisms give limited choice in terms of giving weights to the
words and the sentences. Other multi-document summa-
rizers have taken a probabilistic approach by using mixture
models [11].

On the other hand LDA, even though it was meant as a
text-topic model, has found wide application in the field of
image and video processing to capture objects and actions
[6] [14]. LDA has found limited application in the fields
of Information Retrieval and Statistical Natural Language
Processing. SVD has been extensively used in the field of
Principal Component Analysis [12] for the purpose of query
retrieval.

In this we propose a novel approach of using LDA to
capture the topics that the documents are based on and using
SVD to find the most orthogonal representations of these
topics as sentences in the documents. Using LDA we repre-
sent these documents as being composed of topics and use
that as a central idea in forming the term by sentence matrix
for SVD. Then using SVD we extract the most sentences
that best represent these topics by obtaining the most or-

thogonal representations and forming the multi-document
summary. Whereas other summarization algorithms weight
the sentences without capturing the events, we weight the
sentences by capturing these events that the documents are
based on by using LDA. Also LDA, SVD and the summa-
rization algorithm based on it assume the documents to be
”bag-of-words” and we don’t involve the grammar. Thus
the approach is purely statistical and the summarization al-
gorithm doesn’t involve the structure of the documents or of
the sentences in terms of grammar and the meanings con-
veyed by the words.

In Section 2 we present the Latent Dirichlet Alloca-
tion and Singular Value Decomposition based Multi-
Document Summarization algorithm and explain the in-
tuition and reasons behind using LDA and SVD separately
and then combining them. Section 3 gives the multi-
document summarization algorithm in detail and its work-
ing. Section 4 gives the evaluation of the algorithm on the
DUC 2002 Corpus task of multi-document summarization
and Section 5 talks about the future work in this direction.
We have used the limitations and the work-arounds in the
LDA model we faced in the multi-document summarization
algorithm presented in [1]

2 LDA-SVD based Multi-Document Summa-
rization

Using LDA we can break down the documents into top-
ics using a mixture model. Thus each Document Dk is a
mixture model over the Topics Tj given by the probability
distribution P(Tj |Dk) and each Topic Tj is a mixture model
over the Word Wi of the vocabulary given by the probabil-
ity distribution P(Wi|Tj). Considering the sentences of the
documents, if we have K number of topics, we can have K
different independent representation for each sentence, as-
suming that a sentence represents only one topic. They are
independent because under the Dirichlet distribution, the
topics are independent of each other.

Thus we can represent the entire corpus in K independent
representations in the form of a matrix A(j) for the topic Tj

formed in the following way :

• For each sentence Skr belonging to the document Dk

form its sentence vector for the topic Tj in the follow-
ing manner :

– If the word Wi ∈ Skr, its value in the sentence
vector is given by

S(j)
kri = P (Wi|Tj) ∗ P (Tj |Dk) ∀Wi ∈ Skr (1)

– For a word Wi /∈ Skr, its value in the sentence
vector is 0.

S(j)
kri = 0 ∀Wi /∈ Skr (2)



• Thus we get a sentence vector S(j)
kr = [S(j)

kri]
T where i

ranges over the entire vocabulary for the sentence Skr

at the Topic Tj .

• Thus we get the matrix A(j) = [S(j)
kr ], for 1 ≤ k ≤ M

and 1 ≤ r ≤ Rk, where Rk is the number of sentences
in the document k

Dropping the super-script (j) which stands for the topic
Tj for convenience (i.e. we implicitly assume that the topic
is Tj in the following discussion), the Singular Value De-
composition of a m × n matrix A, where without loss of
generality m > n, can be defined as :

A = UσV T (3)

• U = [uij] is an m × n column-orthonormal matrix
whose columns are called left singular vectors.

• σ = diagonal(σ1, σ2, ... , σn) is an n × n diagonal ma-
trix whose diagonal elements are non-negative singular
values sorted in descending order

• V = [vij] is an n × n orthonormal matrix whose
columns are called right singular vectors.

• If rank(A) = r, then σ satisfies σ1 > σ2 > ..... > σr >
σr+1 = ... = σn = 0

The interpretation of applying the SVD to the LDA mix-
ture model weighted terms by sentences matrix A can be
made from two different view-points :

• From transformation point of view, the SVD de-
rives a mapping between the multi-dimensional space
spanned by the term vectors representing the topic Tj

and the r-dimensional singular vector space with all of
its axes linearly-independent. This mapping projects
each column vector i of the matrix A, which is the rep-
resentation of the sentence i being projected as repre-
senting a single topic Tj , to the column vector vi =
[vi1 vi2 ... vir]T of matrix VT and maps each row
vector k of the matrix A, which tells the occurrence of
the term k as belonging to the Topic Tj in each of the
sentences, to the row vector uk = [uk1 uk2 . . . ukr]
of matrix U. Here each element vix of vi, ujy of uj

is called the index with the xth and the yth singular
vectors, respectively.

• From semantic point of view, the SVD derives the la-
tent semantic structure from the sentence represented
by matrix A [12]. This operation reflects a break-
down of the original sentence matrix representing the
Topic Tj into r linearly-independent base vectors or
concepts. Each term and sentence from the origi-
nal sentences is jointly indexed by these base vec-
tors/concepts under the Topic Tj .

Symbol Meaning
Dk The kth Document
Sr The rth Sentence
Tj The jth Topic
Wi The ith Word
M The number of documents
R The number of sentences
K The number of Topics

P(Wi|Tj) Probability of Word Wi

given the Topic Tj

P(Tj |Dk) Probability of Topic Tj

given the Document Dk

Table 1. List of Symbols

A unique SVD feature which is lacking in conventional
IR technologies is that the SVD is capable of capturing and
modeling interrelationships among terms so that it can se-
mantically cluster terms and sentences.

Furthermore, as demonstrated in [2], if a word combi-
nation pattern is salient and recurring in a document, this
pattern will be captured and represented by one of the sin-
gular vectors. The magnitude of the corresponding singu-
lar value indicates the importance degree of this pattern in
the topic Tj . Any sentences containing this word combina-
tion pattern will be projected along this singular vector, and
the sentence that best represents this pattern will have the
largest index value with this vector.

3 The Algorithm

• Decompose the set of documents into individual sen-
tences based on the fact that sentences end with a full-
stop ”.” . We take care of cases where the full stop
might be for short forms as in Sgt., George W. Bush
etc. We also identify the sentences which are parts of
a speech and combine these sentences into one. Thus
we form the candidate sentence set SEN.

• We apply Porter Stemmer to stem the words to their
root form and remove the stop words using a standard
stop-words list.

• Using LDA find the probability distributions of the
documents over the topics i.e. P(Tj |Dk) and of the
topics over the vocabulary i.e. P(Wi|Tj).

• For each topic Tj construct a term by sentence matrix
A(j) in the following way :

– For each sentence Skr belonging to the document
Dk form its sentence vector for the topic Tj in the
following manner :



input : A Corpus of Documents
output: S - The set of sentences in the summary

S ← 0;1.1

Apply LDA on the Corpus of Documents;1.2

Let A and V be 3-D Matrices;;1.3

for j ← 1 to K do1.4

k ← 0;1.5

for d ← 1 to M do1.6

Rd - Number of Sentences in the Document1.7

Dd;
for r ← 1 to Rd do1.8

for i ← 1 to V do1.9

if Wi ∈ Sdr then1.10

A[j][i][k] =1.11

P(Wi|Tj)*P(Tj |Dd)*P(Dd);
end1.12

else1.13

A[j][i][k] = 0;1.14

end1.15

end1.16

k++;1.17

end1.18

end1.19

V[j]← SVD(A[j]);1.20

end1.21

Let PT be a vector that stores the topics in the1.22

decreasing order of probability calculated by
Equation 6;
Let R be a vector of size K initialized to 1;1.23

for n ← 1 to N do1.24

m ← PT[n];1.25

r ← R[m];1.26

vxr ← Maximum value in the Singular Vector1.27

vr of the matrix V[m];
Sx ← Sentence corresponding to vxr;1.28

if Sx /∈ S then1.29

S← S ∪ Sx;1.30

end1.31

R[m]++;1.32

if n = K then1.33

n← 1;1.34

end1.35

end1.36

Algorithm 1: LDA-SVD Algorithm

∗ If the word Wi ∈ Skr, its value in the sen-
tence vector is P(Wi|Tj)*P(Tj |Dk)*P(Dk)

S(j)
kri = P (Wi|Tj) ∗ P (Tj |Dk) ∀Wi ∈ Skr (4)

∗ For a word Wi /∈ Skr, its value in the sen-
tence vector is 0.

S(j)
kri = 0 ∀Wi /∈ Skr (5)

– Thus we get a sentence vector S(j)
kr = [S(j)

kri]
T

where i ranges over the entire vocabulary for the
sentence Skr at the Topic Tj .

– Thus we get the matrix A(j) = [S(j)
kr ], for 1 ≤ k

≤ M , 1 ≤ r ≤ Rk, where Rk is the number of
sentences in the document k.

– Since the SVD of a matrix is independent of the
order of its column vectors i.e. the sentence vec-
tors in case of matrix A(j), we can arrange the
sentences of all the documents in any order.

• Apply the Singular Value Decomposition on the term
by sentence matrix weighted by LDA mixture model
i.e. the matrix A(j) to get the new sentence matrix
V(j).

• Repeat this procedure for all the topics i.e. for 1 ≤ j ≤
K, form the matrix A(j) and apply SVD on it to get the
matrix V(j).

• In the right singular vector matrix V(j), each sentence
i is represented by the column vector vi = [vi1 vi2 . . .
vir]T .

• Calculate the probability of topic Tj according to

P (Tj) =
M∑

k=1

P (Tj |Dk) ∗ P (Dk) (6)

and form a vector PT which stores the topics in the
decreasing order of P(Tj).

• Set n to 0 and let us say that the number of sentences
required in the summary is N.

• Select the topic m corresponding to the nth value of
the vector PT.

• In the matrix V(m), select the sentence which has the
largest index value in the rthm singular vector i.e. let the
largest value in the rthm column of the matrix V(m) be
vxrm and select the xth sentence of the original matrix
A(m). If the sentence is already in the summary, ignore
it, otherwise include it in the summary set S.



• Increment rm by 1 and n by 1. If n equals to the number
of sentences required in the summary i.e. N, finish the
operation. If n reaches the number of Topics i.e. K,
reset n to 0 and continue the operation.

• At the end we will be left with a set of summary sen-
tences S, which we need to order to represent a read-
able summary. Arrange the sentences of S in the rel-
ative order that they appear in their respective docu-
ments. If their is a tie, break it arbitrarily.

4 Evaluation

For the purpose of evaluation of our multi-document
summarization algorithms we used the DUC 2002 Corpus
dataset. The data was made up of 59 sets of Documents
each containing on an average 10 documents and the can-
didate algorithms were required to make multi-document
summary for each document set. The length of the sum-
mary was limited to 200 and 400 words. The candidate
algorithms were supposed to be extraction based i.e. the
sentences in the summary were supposed to be as they were
in the documents, without any sort of modification. In addi-
tion for each document set we are given 2 model summaries
against which the extracted candidate summary could be
compared against.

We used the ROUGE Evaluator [8] which evaluates
the summary using Ngram Co-Occurrence Statistics [9]
and using Longest Common Subsequence and Skip-Bigram
Statistics [10]. We have calculated the ROUGE scores sep-
arately for 200 and 400 length summary as we want to even
see the effect of the length of the summary on the quality
of the summary. We are mainly interested in the ROUGE-1
Recall score, which uses unigram statistics, since the pre-
cision scores can be manipulated by adjusting the length of
the candidate summary [9]. Also since there were 2 model
summaries for each document set, we have used the average
score for each document set.

In the ROUGE settings we have used Porter Stem-
mer to stem the words to their root form in the com-
puted summary and the model summaries given. We com-
pare the results of the multi-document summarization al-
gorithm against the top two algorithms of the DUC2002
Multi-Document Summarization task, ”Generating Single
and Multi-Document Summaries with GISTEXTER” (GIS-
TEXTER) [5] and ”Writing Style Recognition and Sentence
Extraction” (WSRSE) [13] in terms of ROUGE-1 recall
measures. We also take a look at the 95% confidence in-
terval. We have also looked at another similar work that
uses only LDA to construct the summary [1].

We have evaluated the LDA-SVD multi-document sum-
marization algorithm by considering both cases of remov-
ing stop-words and not removing stop-words from the com-

puted and the model summaries. Table 2 tabulates the
ROUGE-1 recall values and its 95% confidence interval.

From the table we see that the LDA-SVD algorithm for
computing multi-document summaries performs much bet-
ter than both the DUC 2002 winners (GISTEXTER and
WSRSE). Also the lower bound of the 95% confidence in-
terval for the ROUGE-1 recall measure for LDA-SVD algo-
rithm is higher than the upper bound of the 95% confidence
interval of both GISTEXTER and WSRSE, thus showing
that the LDA-SVD multi-document summarization algo-
rithm is statistically better. This holds for the summaries
of length 200 and 400 words, thus showing that the algo-
rithms works irrespective of the size of the summary to be
computed.

Compared to using only LDA to construct the summary
as given in [1], we notice that the combined LDA-SVD
model presented in this article gives better result. This can
be attributed to the feature that the algorithm presented in
this article uses the SVD model to reduce the redundancy in
the system. This is evident in the fact that although the im-
provement in summary of length 200 words is just 0.9% for
the LDA-SVD model over the LDA model, the summary for
length of 400 words shows an improvement of 1.9%. This
can be explained because with more number of words for
the target summary, there is a greater chance for redundancy
in the system. The SVD part of the LDA-SVD algorithm is
able to prevent including this redundancy in the summary
which the algorithm in [1] using only LDA is not able to
do.

5 Conclusion and Future Work

In this we have shown a novel way of approaching the
task of multi-document summarization by using LDA com-
bined with SVD. We can use the mixture-models to explic-
itly represent the documents as topics or events and use
these topics as the basis of forming sentences of the doc-
uments. Then using SVD we can get the most orthogo-
nal representation of these sentences which forms the basis
of choosing the sentences from the documents to form the
summary. The performance of this approach on the DUC
2002 Multi-Document Summarization tasks shows statisti-
cally significant improvement over other summarization al-
gorithms in terms of the ROUGE-1 recall measures.

We can extend the basic idea presented in this article by
replacing LDA with other topic models like ”Pachinko al-
location: DAG-structured mixture models of topic correla-
tions” (PAM) [7] and ”Mixtures of hierarchical topics with
Pachinko allocation” (HPAM) [4], in which we can estimate
the number of topics as given in [1], or use it with ”Hierar-
chical Dirichlet Processes” (HDP) [16] and ”Nonparametric
Bayes Pachinko Allocation” (NBP) [15] in which the num-
ber of topics is inferred within the model.



ROUGE Setting GISTEXTER WSRSE LDA LDA-SVD
Length = 200 0.48671 0.48694 0.55613 0.56107

StopWords Kept 0.46198 - 0.51153 0.46000 - 0.51294 0.54065 - 0.57279 0.54591 - 0.57701
Length = 200 0.39526 0.40060 0.45625 0.45874

StopWords Removed 0.36437 - 0.42729 0.37202 - 0.42910 0.43533 - 0.47703 0.43919 - 0.47902
Length = 400 0.56327 0.58006 0.60775 0.61937

StopWords Kept 0.54737 - 0.57991 0.55579 - 0.60231 0.59683 - 0.61868 0.60870 - 0.63087
Length = 400 0.46669 0.48511 0.50198 0.51238

StopWords Removed 0.44647 - 0.48815 0.45952 - 0.51206 0.48571 - 0.51752 0.49765 - 0.52792

Table 2. Results. Above Value is the Recall Measure for ROUGE-1 and Below Value is its 95% Confi-
dence Interval

Even though the task or the application we have consid-
ered here is Multi-Document Summarization, the favorable
results for LDA-SVD algorithm show that it is possible to
combine the two techniques of SVD (from PCA) and LDA
(from SNLP), not only for computing multi-document sum-
maries but even in the field of Information Retrieval like
finding similarity between documents and query retrieval.
In fact instead of using the normal Term Frequency and In-
verse Document Frequency to weight the matrix in SVD
and other PCA methods, we can use LDA to weight them
by using its mixture model.

LDA gives another frame of reference or a dimension
to SVD and other PCA techniques by introducing the con-
cept of topics. By capturing these topics we can represent
the terms in a more distinctive and more importantly mean-
ingful fashion which greatly enhances the scope of finding
meaningful singular vectors in SVD, as shown by the LDA-
SVD based multi-document summarization algorithm and
its success over the other term-frequency based algorithms.
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