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Abstract

Personalized rendering of web pages gives the users
greater control to view only what they prefer. The
goal of this work is to provide a tool that will let users
customize the content on the pages. Our proposed
model architecture learns user preferences through in-
teraction and eventually learns to block content that is
not of interest, or is offensive, to the user. This learn-
ing from interaction is achieved through a combination
of reinforcement learning and data mining techniques.
In this paper we look at customizing the rendering of
advertisements. We provide the user a tool that cus-
tomizes itself to their preferences, and blocks irrelevant
advertisements and allow only those that are of inter-
est to the user. We also demonstrate empirically that
our tool customizes itself to hypothetical hand crafted
users.

1 Introduction

There is tremendous amount of information available
on the internet due to exponential growth of the World
Wide Web. Users are now provided with more infor-
mation than ever and it has become difficult for them
to find the relevant or interesting information in the
web page because of this information overload. The
focus of our paper is on personalized rendering of web
pages which provides solution to the user’s problem
by learning and adapting to the users preferences, as a
result blocking only irrelevant contents and rendering
informative content to the user.

The two most common aspects to personalize are
structure and content personalization. Structure per-
sonalization involves the altering the location of avail-
able links as well as location of the content such as
providing the most relevant link to the user in a promi-
nent place. Content personalization, on the other hand
changes the content of web site depending upon the
user interest.

Building personalized web applications, which
should respond to the need of specific user is a chal-
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lenging task. Traditional personalized approaches al-
low individual user’s to view content of their preference
based on the browsing, interaction history and demo-
graphic information. Personalization requires implic-
itly or explicitly collecting user information and lever-
aging that knowledge. Users intentions, needs, pref-
erence should be captured, analyzed and processed to
satisfy his needs.

There are various sources through which user infor-
mation are gathered such as the Web portal, where
the user information is collected during the registra-
tion process and corresponding user profile is created.
Other sources include Social networking and user-
generated sites which directly provide user information
without having to interact with the user. However,
these approaches to pool information requires lot of
time and effort, and can discourage many users. Also
we cannot rely on these sources alone since users tend
to give incorrect data or they deliberately fail to fill
the information because of privacy issues due to which
an effective personalized advertisement system cannot
be achieved.

We build a tool that learns user preferences through
interaction with the user. This learning from interac-
tion is achieved through a combination of supervised
learning and reinforcement learning (RL) techniques.
Our system thus involves supervised learning directed
by an active learning component through which the
system interacts with its user in such a way as to learn
the users preferences through direct user feedback.

In this paper, we are addressing the customization
of rendering online advertisements, since one of the
major issue that any user encounters while accessing
web pages are the showers of advertisements either in
the form of pop-up advertisements or colorful banner
advertisements that occur all over the web-page creat-
ing a clutter. Instead of having to see all ads that the
advertisers push to the user; if the user gets control of
viewing ads of his preference, it would prove beneficial
to the user.

We are approaching the problem from an user’s per-
spective. We are not modeling the task from advertis-
ers perspective. There are no privacy issues in our
model, since the tool resides on the user’s machine
and only gathers and stores data locally. Depending



on how the agent is trained the same approach can be
used to block content offensive to the user.

Our system’s functionality is between In-stream su-
pervision and Experience Sampling [3, 4]. In-stream
supervision does implicit labeling by watching activi-
ties whereas Experience Sampling probes in real time
for labels. The idea is to learn when to probe. Deci-
sion Theory (DT) is used to model this (DT selective
supervision - Active learning).

The paper is organized as follows. In Section 2 we
give a brief overview of the related work. We present
our architecture of personalized advertisement system
in Section 3 and some empirical results on a Internet
Advertisement database in Section 4. We conclude
with some discussions in Section 5.

2 Related Work

Personalization generally refers to making a website
more responsive to the unique and individual needs
of each user. In other words, Web personalization is
the ability of users to modify the web page layout or
specify what content should be displayed in the web
page. The ultimate aim of personalization is the user
satisfaction.

It is motivated by the recognition that a user has
needs, and meeting them successfully is likely to save
user’s effort and time. There is great diversity in how
personalization can be achieved. Information about
the user can be obtained from a history of previous
sessions, or through interaction in real time.

Personalization saves time by eliminating repetitive
tasks by recognizing habits and shortening the path to
engage in such habits. Also personalization provides
better information: filter out information not relevant
to a person; provide more specific information that is
relevant to personal interests.

Web personalization can be either link or content
personalization. Link personalization involves select-
ing the links that are more relevant to the user. E-
commerce applications use link personalization to rec-
ommend items based on the clients buying history or
some categorization of clients based on ratings and
opinions. In Content personalization, content is per-
sonalized when pages present different information to
different users. When substantial information in a
page is personalized, other than link anchors we call it
as Content personalization.

Personalization involves different technologies such
as rule-based filtering, collaborative filtering and
content-based filtering. In the rule based approach
to personalized recommendation, marketing experts
typically generate marketing rules which are used to
perform inferencing based on the customer data [14].
However, it is difficult to obtain profitable, valid and
rich marketing rule set from experts all the time thus
Kim et al [6] have adopted the decision-tree induc-
tion technique to generate the marketing rules thus

replacing marketing experts and provide personalized
advertisements in Internet storefront. BroadVisions
One-to-One System is a commercial product that uses
a rule-based matching technique to provide proper ad-
vertisements to customers who stay connected by In-
ternet radio, Internet television, Internet banking.

Content-based filtering systems are solely based on
individual user’s preferences. The system tracks each
user’s behaviour and recommends items to them that
are similar to items the user liked in the past. The
Recommender System developed by Robin and Marten
[10] known as PRES (Personalized Recommender Sys-
tem) used content-based filtering techniques to search
for article on the net about Home Improvement.

PRES System collects articles related to Home Im-
provement on the Internet and then it will create dy-
namic hyperlink to make it convenient and easier for
a users. It then makes recommendation to the user by
comparing user profile that had been set with selected
content or preferences with the content of each docu-
ment in the collection. In order to improve the accu-
racy, users can provide feedback based on the content
they received. The document is then ranked based
on similarity, novelty, proximity and relevancy. This
makes a significant improvement in the interaction be-
tween system and the users.

The advantage of the technique is that it is user
dependent. Since the preferences are explicitly set by
users, user’s have much more power over what and
which kind of content they wish to view. The disad-
vantage of using content-based filtering is that system
has to explicitly ask preferences, ratings, and recom-
mendation from the user itself. Some terms in contents
might have more than one meaning and this make the
user profile less accurate.

Collaborative filtering systems [15, 2] invite users to
rate objects or divulge their preferences and interests
and then return information that is predicted to be of
interest to them. This is based on the assumption that
users with similar behavior (e.g., users that rate simi-
lar objects) have analogous interests. There are several
commercial products based on collaborative filtering,
such as GroupLens, Jester, LikeMinds Personalization
Server etc. In this technique, a serious limitation is
that a new customer has to provide preferences for a
large number of items in order to view personalized
advertisements. Also, for any new advertisement or
product, some preference data from people in the data
set is required before collaborative techniques can be
applied. Content-based, rule-based, and collaborative
filtering may also be used in combination, for deducing
more accurate conclusions.

Personalization has become hype in areas such as
electronic commerce, Interactive TV, Mobile, Travel
support [8, 1, 16, 7] etc. Personalized advertisement
techniques have been utilized by Digital TV environ-
ments, where the focus is on consumer clustering and



targeted advertising. Typically the motive of inter-
active TV is to play/telecast ads that only suit the
customer interest in their TV channels. In order to
achieve this motive, demographic profile of customer
with his preference and interactions with the TV are
tracked. Setup box is used to store consumer data lo-
cally to maintain privacy issues and this data is trans-
ferred to the Server where data mining techniques like
clustering are performed. The extracted behavioral
rules are then sent to consumer’s setup box for classi-
fication of each consumer in the family and the ads are
telecast to match the consumer interests accordingly
[13].

Personalization of web content for wireless mobile
devices has also been gaining interest. The function-
alities that we perform with our Personal Computers
can now be done with the mobile device through access
to web; like booking travel tickets, performing trans-
action etc. However, hand held devices can be taken
to higher level of personalization wherein they adopt
user preference according to his needs, priority and
environment. Services such as banking, route plan-
ning, travelling, location tracking and city guide could
be achieved through extended service description, ad-
equate personalization, advanced profiling, proactive
service discovery and execution [24].

A system that allows a user to view personalized
web content on any hand held device has been pro-
posed by Xinyi et al. They provide a user interface to
specify and personalize web content which they store
in interest knowledge. The extraction and tracking
system will then track different websites and retrieve
the latest content and store in the retrieved content.
Optimization subsystem optimizes the retrieved con-
tent for target device like desktop, palm, mobile phone
or pocket PC [25].

Personalization travel support system using Rein-
forcement learning was proposed by Anongnart et al.
This system applies RL to analyze, learn customer be-
haviors and recommend products to meet customers
need. They have employed two learning approaches in
their study which are personalization learner by group
properties (learning from all users in one group to find
group interest of travel information) and personaliza-
tion learner by user behavior (learn from user profile,
user behavior to find unique interest of each user) [18]

Typically users were monitored according to the
click-through history [9, 12] in order to provide them
with better services. Later both Web usage and con-
tent mining were both integrated to provide more ef-
fective personalization to the user. Some of the ap-
proaches to personalization using this hybrid approach
are mentioned [20, 5, 11]. Taghipour et al employed
Q learning approach to Hybrid approach to web per-
sonalization [20, 21]. They make use of conceptual
relationships among web pages with semantic knowl-
edge about the user behavior. Existing methods were

used to obtain conceptual structure of the website and
framed state, action and reward function to capture
user behavior.

AD ROSA system for automatic web banner per-
sonalization was introduced by Kazienko et al. AD
ROSA integrates both web usage and content mining
techniques [5]. In this approach they combine con-
ceptual and usage information to improve the quality
of web recommendation. Historical user session’s are
clustered and the centroid represents one usage pat-
tern of publishers web site. Likewise historical visited
ads corresponding to the user session are also aggre-
gated thus mapping one web usage pattern to one ad
visiting pattern.

Similarly conceptual space is generated by aggregat-
ing the term vectors from publishers web pages and the
associated terms in the Advertisers web site are also
extracted (content analysis in ad site) to gather gen-
eral subject matter. Web page requested by the user is
assigned to both the closest usage pattern and concep-
tual space. Ads related to closest conceptual space will
divert users to website where the content is suitable to
the user. While the closest usage pattern and its corre-
sponding visiting pattern delivers advertisements that
are most likely to be clicked by the user.

3 Proposed Framework

The focus of our work is on personalized rendering of
web-pages. The content of a website can be tailored
for a user by gathering user-information during inter-
action with the user, which is then used to deliver ap-
propriate content to the user. In this paper we look
at one of the most annoying features of web pages,
the advertisements. Increasingly, Internet consumers
are bombarded with Internet advertisements such as
banner advertisements, pop-up ads. Our focus is to
customize the rendering of the ads or images seen by a
user visiting a web-page. The images on the web page
can be broadly looked at as ads and non-ads (integral
part of the web page which reflects the context of the
page).

The goal of the system is to incrementally learn to
identify the ads that the user prefers, as well as, the im-
ages that constitute non-ads. Only then the preferred
or good-ads along with the non-ads will be rendered
on the web-page, thereby reducing distracting clutter.

In our approach to personalized rendering of web
pages, we use concepts from both Data mining and Re-
inforcement learning. The proposed architecture con-
sists of two stages: classification stage followed by a
decision making stage. Many data mining algorithms
have their roots in statistical machine learning (ML),
and as such haven’t shed much of their heritage.

Traditionally ML algorithms have used certain in-
herent statistical properties of the data to evaluate the
goodness of the patterns discovered by the algorithms.
These are known as intrinsic measures, examples of



which include prediction accuracy in the case of clas-
sification or regression tasks, purity in the case of clus-
tering algorithms, support and confidence in the case
of mining associations etc.

The problem with an intrinsic measure is that we
are not sure how good the patterns are in decision
making. The data mining stage tries to optimize in-
trinsic measure such as predictive accuracy, while the
pattern evaluation stage evaluates pattern for its sup-
port in decision making.

Supervised learning otherwise termed as passive
learner can predict the right class labels provided
the side information (class labels) is known before-
hand. However, obtaining the class labels before-
hand is a costly procedure. Supervised learning does
not support interactive learning alone. Our system
thus involves supervised learning directed by an active
learning component in order to learn user preferences
through direct user feedback. Active learning reduces
annotation costs for supervised learning by concen-
trating labeling efforts on the most informative data.
Typically RL is used to pick samples to obtain side
information for.

The first stage is classification, where initially the
ad and the non-ad are separated. This stage should
identify whether the random image shown is an ad or
non-ad and accordingly take corresponding action in
the following stage.

We adopt k-Nearest Neighbor (k-NN) classifier in
the classification stage. k-NN classifier is an instance-
based learning algorithm that is based on a distance
function for pairs of observations, such as the Eu-
clidean distance. k-NN classification decision is based
on a small neighborhood of similar objects. The most
significant advantage of k-NN classifier is that no re-
training is required since it is an easy classifier to
change incrementally. k-NN does not expect the sam-
ples to come from the data distribution as Artifi-
cial Neural Network (ANN) does since classification
boundary depends on the nearest samples and not all
data points in k-NN.

The second stage is a decision stage that decides
what to do with the images (render or not-render to
the user). Once the images chosen are rendered, the
user picks the bad ones. These are used to now refine
the classification problem. The key issue here is when
to render a bad-ad? Rendering it might give an im-
mediate penalty if the user rejects it. But it could be
advantageous in two ways: (a) The user might accept
it, in which case we have a new sample of a good-ad;
(b) the user still rejects it, but this allows the agent to
delineate the good and bad classes better.

The decision stage is modeled using Reinforcement
Learning concept, where the agent learns in course
of time which action should be taken when it comes
across a particular image. There is no real charac-
terization of the user via a labeled data set hence we

choose to use RL to decide the data points to be used
and their labels for effective decision making. Learning
is driven by a meta-learning RL kind of framework.

Meta-learning allows us to adjust the bias of the
mining algorithm. This in turn affects the performance
of the algorithm, since the patterns of the algorithm is
heavily influenced by the bias of the algorithm. There
is a wealth of work on different meta-learning models
in the literature for different settings [22, 23, 17].

The learning algorithm adopted is the Q-learning
algorithm [19]. Q-learning is a popular Reinforcement
Learning algorithm that does not need a model of its
environment. Q-learning algorithms works by estimat-
ing the values of state-action pairs. The value Q(s, a)
is defined to be the expected discounted sum of fu-
ture payoffs obtained by taking action a from state s
and following an optimal policy thereafter. Once these
values have been learned, the optimal action from any
state is the one with the highest Q-value.

Q-learning works by successively improving its eval-
uations of the quality of particular actions at particu-
lar states. The agent learns the Q-values as the train-
ing occurs and uses the learnt Q-value for making bet-
ter decision when a new image is picked. Q-values can
thus provide estimation of how successful that action
might be. We use Q-learning since it follows off-policy
control wherein sample from trajectory can be handled
unlike in Sarsa learning algorithm where complete tra-
jectory is considered. This feature of Q-learning is vi-
tal since there are no well defined trajectories in our
problem.

The internet advertisements data set on which we
conduct our experiments is taken from the UCI repos-
itory. The data set represents a set of possible adver-
tisements on Internet pages. The data is described by
image features, and some weak contextual features and
does not represent content information of ads. The fea-
tures encode the geometry of the image (if available)
as well as phrases occurring in the URL, the image’s
URL and alt text, the anchor text, and words occur-
ring near the anchor text.

Our work focuses on directly interacting with the
user to learn his/her preferences. The user contributes
by helping the agent learn the users behavior to cer-
tain ads. The agent cannot discriminate between the
images at the start (unaware of the user preferences
in the start). However, we train the agent to do so by
obtaining some feedback from the user in the form of
reward or penalty which in some sense behaves as the
misclassification cost indirectly.

This problem has been set up as an RL problem as
discussed earlier. Key steps to formulating this as an
RL problem: (a) states; (b) actions; and (c) rewards.

State representation is 3-tuple of the form (n, g, b)
where n, g and b constitute the count of non-ads, good-
ads and bad-ads in the k nearest neighbors to that
image. State representation reflects the confidence of
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Figure 1: Flow chart of our work

the class labels generated. For instance, if k = 30, and
for an image and if the state is (15, 10, 5), it represents
that there are 15 non-ads, 10 good-ads and 5 bad-
ads among 30 nearest neighbors for that image. We
chose the above state representation since k-NN helps
encode the certainty/uncertainty about the class label
by looking at the k nearest neighbors and following a
voting scheme.

There are two kinds of actions here: one is the ren-
der/not render actions, and other is what must be done
to change the state of the meta-learning process. Re-
wards are relatively straight forward in our formula-
tion. If the user rejects an image, then the reward is
−1. If the user accepts an image explicitly, then the
reward is +1. If the user ignores the image, then the
reward is 0 (this is the case typically for all non-ad

images). We consider a formulation where only the
purported ads get rewarded, i.e. the images the agent
thinks are ads and still renders them.

The flowchart in figure 1 indicates the process flow
in our work and the corresponding algorithm is given
in Algorithm 1. We refer to the step numbers in the
algorithm 1 as we describe our framework. Initially
there are only two kinds of images to start with: good-
ads and non-ads. The input ad-data set has missing
values which are taken care of by averaging technique.
We perform stratified sampling of the data set, such
that 2/3rd of the data is used as train set and rest
used for evaluate/operation purposes.

We initialize polarity of all train images to some
positive constant (good-ads = 5, non-ads = 10). We
consider the non-ads to be significant than the ads
since we know that they can be rendered for sure,
hence the polarity to start with is high for non-ad.
The Q function for each possible state, action combi-
nation is initialized to zero initially (steps 2 and 3 of
algorithm 1).

During training, a random image is received by the
agent (we simulate this by randomly picking an ad,
step 5), the agent then picks the k nearest neighbors
from the stored data points. The state information for
this image is obtained by looking at how many of the
k neighbors are non-ads (n), good-ads (g) and bad-
ads (b) . Initially as mentioned all ads are good-ads,
there are no bad-ads. We formulate a state with this
information (step 6). Now with the state (n, g, b), the
agent picks an action based on epsilon greedy action
selection mechanism (step 7). The actions are render
the ad or not render. There are two cases. The first
case is when action picked is render (step 9). The
agent then shows the image to the user and receives
his feedback (step 10). The user can do one of three
things

1. Ignore it : reward = 0

2. Like it : reward = 1

3. Dislike it : reward = −1

The typical action for a non-ad is ignore.
The second case is when action picked is not render

(step 14). The image is not shown to the user. The
user can do one of two things

1. Be unaware of it : reward = 0

2. Miss it : reward = −1

If the true class of the image is non-ad, then user will
miss it. Otherwise, the user is unaware of it.

After we obtain feedback from the user in terms of
reward values, the agent then updates the value func-
tion. There are two cases. The first one is when agent
renders the image and depending on the rewards re-
ceived, the value function updation is performed and



Algorithm 1: Algorithm for Web Page ren-
dering

Initialize, for all s ∈ S, a ∈ A;1

Initialize weights for each representative2

sample of training data. /* Ad = + 5;
Non-Ad = + 10 */;
Q(s, a) ← 0;3

Repeat(for each episode);4

image = Pick a random image from5

training set;
s = Generate State(image);6

Choose a from s using policy derived from7

Q (epsilon greedy);
Take action a;8

if a == render then9

Observe user generated r;10

Update Weights(image, r);11

s′ = Generate State(image);12

Q(s, a) ← Q(s, a) + α [r + γ maxa′13

Q(s′, a′) - Q(s, a)];
else14

Observe r;15

if r is negative then16

if k-NN classification of the image is17

not a non-ad then
Add example to representative18

set;
else19

Update Weights(image, r);20

s′ = Generate State(image);21

Q(s, a) ← Q(s, a) + α [r + γ22

maxa′ Q(s′, a′) - Q(s, a)];

/* State computation is specific to the Ad23

problem */;
Function Generate− State(image);24

Find the k nearest neighbors of the image;25

Retrieve corresponding class-labels;26

Count the number of non-ads (n), good-ads27

(g) and bad-ads (b) and form a vector (n, g,
b);
/* Update Weight function */;28

Function Update Weights(image, r);29

Find the k nearest neighbors of the image;30

Update the weights of all the neighboring31

images slightly positive or negative (with
respect to r) by some amount proportional
to their distance from this image;
Flip the labels according to the weight32

changes in the training set;

the other case is when agent does not render an im-
age. If the agent renders the image and obtain positive
or negative reward from user, then agent retrieves k
nearest neighbors that contributed to this state com-
putation and modifies their polarity slightly positive
or negative by some amount proportional to their dis-

tance from this image (step 11).
According to the change in polarity the labels are

flipped (say if polarity because of weight updation
changed from positive to negative we flip the label to
bad-ad) (step 32). Then the state representation is
recomputed (n′, g′, b′) (step 12). The agent finds the
max Q-value in the new state and updates the value
of the render action in the old state (n, g, b) (step 13).

If on the other hand, agent obtained zero reward,
then agent retrieves k nearest neighbors that con-
tributed to this state computation. Move their po-
larity slightly positive by some amount proportional
to their distance from this image. This is done since
the agent assumes that the nearest neighbors are non-
ads as well. Agent recomputes the state representation
(n′, g′, b′). The agent finds the max Q-value in the new
state and updates the value of the render action in the
old state (n, g, b) as mentioned above.

If the agent does not render an image, and obtains
a negative reward, and if the majority classification of
this image is not non-ad (g + b > n) then this image
is added to the training set and polarity is initialized
to the same constant used at the start for this image
(steps 16, 17 and 18). We add this to the training set
since we have obtained a good sample that could help
us delineate between good and bad-ad. However, if the
majority classification is non-ad (i.e., agent is confident
that it is a non-ad), then agent updates the polarity
slightly upwards and then updates the Q-value of the
do not render action (steps 20, 21 and 22).

If the agent does not render an image, and obtains
a zero reward, the agent does nothing (not render-
ing good/bad-ad). The second pass to find k nearest
neighbors and flipping their labels according to weight
change is to provide a target for updating the value
function.

Our system can filter content at the users end given
the diversity of ways in which ads are embedded (pop-
up ads, banners) provided the system is able to recog-
nize them as ads.

4 Experimental Setup

The experiments were conducted on the internet ad-
vertisements data set from the UCI repository. The
data set represents a set of possible advertisements on
Internet pages. The features encode the geometry of
the image (if available) as well as phrases occurring
in the URL, the image’s URL and alt text, the an-
chor text, and words occurring near the anchor text.
The data set consists of 3279 (2821 non-ads, 458 ads)
number of instances, described by about 1558 features
(3 continuous; others binary). One or more of the
three continuous features are missing in 28% of the in-
stances. Each of the instance is either labeled as ad or
non-ad.

Our customized advertisement tool follows a two
stage process with a classification stage, identifying



the category of image as ad or non-ad; followed by a
decision stage where the actions could be render or
not render the ad. The data mining approach that we
have used is the k-NN classifier, since no retraining
is required (incremental learner) and also since sam-
pling need not follow actual distribution. We use the
Q-learning algorithm from the Reinforcement learning
to design the agent. We use epsilon greedy action se-
lection mechanism (epsilon = 0.1 : Probability with
which the agent can explore). k value is set to 50 and
75 in our experiments.

We design a hypothetical hand-crafted user with
certain preference using if then rules. For example in
our experiments we have two users. User 1 prefers to
read peace related articles and news articles and does
not have interest in Hollywood while User 2 is inter-
ested in web crawlers, meta-crawlers and share-wares.
The hypothetical user is designed such that when an
image or ad is shown; the user responds with reward
(0 or +1 or −1) where reward 0 is indicative that non-
ad was shown while reward +1 indicates that good-ad
was shown to the user and reward of −1 indicates a
bad-ad was shown to the user.

For each user the agent starts with a classifier that
can identify ads vs. non-ads; and the initial infor-
mation is not biased for a particular user. Stratified
sampling is used to divide the dataset into train data
and operation or evaluation data. In each run, two
third of data is used as train set from which neighbor-
ing images for a given image are retrieved. The rest of
the data are used as operation data to which the agent
is exposed, which aids the learning process.

We randomly sample 100 images from the operation
data and provide them to the agent to learn. Next we
randomly sample 90 images (30 each of non-ad, good-
ad and bad-ad) for evaluating the information learnt
by the agent. We run the experiment for 500 steps
(50, 000 images, where 1 step = 100 images) which
constitutes a single run. We average over 8 runs.

We plot graphs which depict the percentage of im-
age categories shown to the users. We compute the
count of non-ad, good-ad and bad-ad (n, g, b) shown
among the 90 evaluative images after the agent has
learnt from each of the 100 images. Average of (n,
g, b) after each step across multiple runs is computed
and the graphs are plotted with respect to each user.
The graph which is indicative of the percentage of im-
age categories shown to the users include three col-
ored curves (blue representing non-ad, red represent-
ing good-ad while black is the bad-ad).

The graphs show that the percentage of non-ads,
good-ads shown have increased with more training
while bad-ads percentage has fallen. The agent learns
to differentiate between the good and bad-ad only from
100th step onwards and later with more training it has
well delineated between the good and bad-ad. Non-ads
are learnt quicker. Hence with more training our RL

agent learns to show the images that the user would
prefer to see.

We also plot the graph depicting average reward ob-
tained versus maximum possible reward. To obtain the
maximum average reward we assume complete knowl-
edge of the correct labels, and then pick the most re-
warding action. The optimal average reward one could
obtain is 30. Below shown are graphs for k = 50 and
75. Two sets of graphs for user 1 and user 2 with
respect to k = 50 and 75 are plotted in figures 2 to 9.

Adblock is a content-filtering extension for the
Mozilla Firefox and Mozilla Application Suite web
browsers. Adblock allows users to prevent page ele-
ments, such as advertisements, from being downloaded
and displayed. We should right-click on a banner and
choose “Adblock” from the context menu, the ban-
ner won’t be downloaded again. This is how Adblock
operates. However we do not compare our approach
with Adblock since the input dataset format we em-
ploy (each ad is an instance/tuple described by thou-
sands of image features) is not compatible to Adblock.

5 Conclusion

In this paper we have presented a generic approach to
rendering web-pages according to users preference by
interaction with the user. The tool that we have pro-
posed functions locally with respect to a single user.
We used a two stage process: classification stage fol-
lowed by decision making stage with feedback (meta-
learning) to retrain the classifier to adapt to the user
preference. The reason to have used two stage archi-
tecture is that the classification stage operates by opti-
mizing the intrinsic measures alone it does not quantify
how useful or actionable the pattern would be. Hence
we adopt a decision stage as well.

We use k-NN classifier since it has its own advan-
tages of being an incremental learner and also model
free classifier hence no retraining is required. k-NN
does not expect the samples to come from the data
distribution as Artificial Neural Network (ANN) does
since classification boundary depends on the nearest
samples and not all data points in k-NN. We have pro-
posed a general RL kind of meta-learning framework,
however the state representation, action and reward
could vary according to the problem domain.

In our case we used the k nearest neighbors to rep-
resent the state. The state representation could differ
with different classifiers in our case the confidence of
class labels is used as state. Typically RL is used to
decide the data points to be used and their labels for
effective decision making (active learning). We have
illustrated the validity of our approach empirically on
the Internet advertisement task. We choose to work
on the most annoying aspect of the web-pages “Ads”
and to provide a customized tool for the user which
could allow him to view only ads of his preference and
block other irrelevant ads.
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Figure 2: Percentage of image categories shown (User
1, k = 50)
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Figure 3: Average reward (User 1, k = 50)
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Figure 4: Percentage of image categories shown (User
2, k = 50)
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Figure 5: Average reward (User 2, k = 50)
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Figure 6: Percentage of image categories shown (User
1, k = 75)
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Figure 7: Average reward (User 1, k = 75)
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Figure 8: Percentage of image categories shown (User
2, k = 75)
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Figure 9: Average reward (User 2, k = 75)


